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ABSTRACT 

Credit has become more stringent for banks in international markets, diverting attention to 

internal customers and their deposits to raise funds. This drive has led to an intensified 

demand for knowledge of a customer's behavior towards deposits and personal loans, 

especially their response to telemarketing and cyber marketing campaigns. Missing data 

problems is common in real-world both observational and experimental types of researches. 

The complete-case analysis is the most frequently applied single regression, and the mean 

imputation approaches result in highly biased estimates in all missing value cases when 

more than 10% of the subject’s data missing values. Moreover, single regression turns out to 

be the best working single-imputation technique, but standard errors are underestimated 

because missing values uncertainty is not integrated. The goal of this research is to forecast 

the success of cyber marketing, and we propose an approach to missing data imputing based 

on advanced machine learning algorithms. the dataset which consists of 5001 instances and 

14 features. Data analysis was performed with SPSS, the WEKA instrument, and python. four 

classification models (i.e., Decision Tree, Random Forest, XGBoost, and support vector 

machines) were tested and compared using two related criteria: ROC and accuracy. Overall, 

the DT has the highest results with a precision of 97.46 per cent. 

Keywords: Machine learning, Classification Problem, Direct Marketing, Customer targeting, 

Decision Tree. 
 

Introduction 
 

In today's highly competitive business environments, more and more companies are moving 

toward direct marketing methods. Traditional marketing often involves decisions based on 

experience or competitors' actions to provide new marketing plans. In these methods, 

uniform information is sent to customers without any discrimination. However, a very 
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significant aspect that must be taken into consideration is the variation between the criteria 

and desires of consumers. Companies and vendors which apply mass marketing, sending 

mail catalogs and promotional emails to a very large group of customers, or contacting them 

via phone calls, will receive a very low rate of response from customers (Represented by 

buying a product or subscribing to a service) to their marketing campaigns. Therefore, Direct 

marketing is also very costly, given the exceedingly low average probability of purchase. 

Direct marketing is a form of marketing that focuses on the differences between consumers 

and seeks to find more precious customers to target. It helps marketers to establish more 

efficient marketing campaigns and gain more revenues. In direct marketing, those customers 

who are more likely to respond to a promotional email or phone call must be identified and 

targeted.  

 

Direct marketing campaigns in the banking sector have become more relevant. Because of 

the popularity of direct marketing, the literature on this topic is also growing, but can still be 

considered scarce [1], for this purpose, response models are very effective since they 

determine which customers have more likelihood to respond based on their purchase 

history and other information [2]. 

Nevertheless, banks are also investing in technology, which enables the collection of a huge 

number of customer-related records. In this sector, Machine learning methods have an 

immense ability to analyze data and turn it into useful knowledge for consumer retention 

and attraction. Machine learning skills are very useful in encouraging direct marketing in 

banking, as it makes it easy to anticipate which consumers will react positively to campaigns 

[1]. 

Missing data is a very important issue for researchers across all science disciplines. 

Inadequate handling of missing data in the statistical analysis can lead to bias and/or 

inefficient estimations of parameters such as mean or regression coefficients [3]. 

The full-case analysis is the most frequently applied, single stochastic regression, and the 

mean imputation process. Despite their widespread use, these traditional approaches have 

increasingly fallen out of favor in the methodological literature (Little & Rubin, 2002; 
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Wilkinson & Task Force on Statistical Inference, 1999), so it is important to understand when 

and why they fail [4]. 

Mean imputation methods result in highly biased estimates in all missing values cases when 

more than 10% of subject’s data missing values. Moreover, single regression turns out to be 

the best working single-imputation technique, but standard errors are underestimated 

because missing values uncertainty is not integrated [3][5]. 

In general, client response modeling is considered as a supervised learning (binary 

classification problem) in which customers are classified as \respondents" or \non-

respondent". If the result of phone contact or mail sending marketing program for each 

customer is desired, two classes can also be \failure" or \success". 

 

Related work 
 

 Jiang, Yiyan, [6]. The aim of this research is to predict the success of bank telemarketing in 

selecting the best consumer set, to build a classification model of LR designed to explore the 

relationship between the success of telemarketing and other client information attributes, to 

use a logistic regression model (LR), The logistic regression model was compared with four 

other classification models for data mining, such as Bayes, SVM, NN, and DT, to verify the 

reliability and effectiveness of the model, LR outperformed the other classification models, 

the Accuracy Ratio of 92.31 percent, and used 21 attributes in this data collection. 

Moro, Sergio, et al, [7]. They propose a data mining (DM) approach to forecasting the 

success of telemarketing calls to accept long-term bank deposits. They recommend a 

personal and insightful DSS to select the consumers most likely to take the service based on 

a knowledge discovery strategy, the objective was to model the success of the long-term 

deposit by features that were previously known before the telemarketing call, an analysis of 

a set of 150 variables pertaining to bank customer, product and socio-economic attributes 

was carried out. The collection of features was added in the modeling phase, which 

introduced the selection of a limited collection of 22 features, with a total of 52,944 records, 
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and also compared four techniques: logistic regression, decision tree (DT), neural network 

(NN) and vector support system (SVM), the NN provided the best results. 

Vajiramedhin, Chakarin, et al, [8]. In this paper, the researchers in this study aim at 

reducing input data variables and balancing the training data set for the bank-supported 

model to obtain a high predictive rate. The experimental results have shown that their 

proposed approach can improve the accuracy of the predictive model with the number of 

smaller variables. Note that their proposed technique can enhance the predictive model 

performance both of the true positive(TP) rate and the ROC rate while it employs the smaller 

storage space, decrease the calculation time, and gains the higher predictive performance, 

the dataset is composed of 21 attributes.  

Moro, Sérgio, et al, [9]. They suggest a data mining divide-and-conquer approach using both 

data-based sensitivity analysis to derive feature significance and expert appraisal to divide 

the problem of characterizing telemarketing contacts to sell bank deposits. As a consequence, 

the call path (inbound/outbound) was deemed the most acceptable candidate feature, the 

re-evaluation of the inbound telemarketing sub-problem led to a substantial improvement 

in targeting efficiency, reinforcing the advantages of such an approach and taking into 

account the importance of telemarketing for business, especially in bank marketing. 

Maqrin Salma, [10]. This paper proposes an Artificial Neural Network (ANN) model to 

predict the success of telemarketing calls for long-term bank deposits. The data used in this 

thesis is actual data from the machine learning library of UCI, and the data collection was 

obtained, based on phone calls, from the marketing campaigns of a Portuguese banking 

institution. The data set contained 41,188 cases and 21 records classification features. While 

the efficiency of neural networks achieved 98.93 percent, there was a real problem, which is 

that the data set contains a significant amount of missing values in 6 features, with a loss rate 

of up to 25% at the level of cases, and this percentage reflects a real problem in its treatment. 

If it is based on neural networks or conventional approaches, as explained above.  

Justice Asare and Manoj Jayabalan, [11]. The research focuses on two main goals. First, by 

implementing four classifiers, namely the Multilayer Perceptron Neural Network (MLPNN), 
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Decision Tree (C4.5), Logistic Regression (LR), and Random Forest, to predict customer 

reaction to bank direct marketing (RF). Results from the study show that in terms of 

predictive ability, the Random Forest Classifier's 87 percent precision is the most prolific 

classifier. The classifiers were evaluated using ROC classification and specificity. The RF 

classifier created 86.80 percent and 92.7 percent, respectively, to place first among the 

classifiers. The second aim was to define the main characteristics of consumers that have 

subscribed and are most likely to continue to term deposits afterward. The dataset retrieved 

from the University of California Irvine (UCI) Machine Learning Repository containing 

(45147) instances with (17) attributes without missing values. And therefore. This study did 

Not expose the missing data problem. 

Tuba Parlar, Songul Kakilli, [12]. In this research, data mining strategies are used by 

Acaravci to interpret and describe the significant characteristics to improve the efficiency of 

the campaign, i.e. whether the consumer subscribes to the term deposit. For the proposed 

article, The University of California bank marketing dataset at the Irvine Machine Learning 

Repository was used. They consider two methods of selection, namely information gain, and 

Chi-square methods for selecting essential features. The approaches are contrasted using 

Naive Bayes' supervised machine learning algorithm. Experimental findings suggest that a 

reduced collection of features increases the classification efficiency It is noted that many of 

the features are missing, but the study avoided dealing with this even though Imputing 

missing values before any data processing and particularly before conducting a selection of 

features is tempting when there is a significant fraction of missing values (above 80 percent). 

Yet this is precisely when it is important to be cautious. The newly imputed values may 

introduce bias in data. 

Sérgio Moro, and et al, [13]. This work outlines the approach to data mining to derive 

valuable knowledge from recent data from the Portuguese banking telemarketing campaign. 

The CRISP-DM methodology led this approach and the data analysis was conducted using the 

rminer method and the R programming language. Three classification models (i.e. Decision 

Trees, Naïve Bayes, and Help Vector Machines) were evaluated and compared using two 

acceptable criteria: ROC and analysis of the lift curve. Overall, the support vector machine 
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has achieved the best results, data collected included 17 campaigns executed between May 

2008 and November 2010, corresponding to a total of 79354 contacts and 58 attributes. In 

addition, there were also several missing values. Since they had a large dataset, they opted 

to discard the contacts that contained missing values, leading to a data set with 45211. It was 

necessary to define a mechanism for data loss, then decide to delete incomplete events, 

which would lead to bias in the outcome if the missing data mechanism was not absolutely 

missing arbitrarily (MCAT). 

    Data and Proposed Model 

 

In this part, the overall experimental procedures are implemented in depth. The phases of 

the model are shown in Figure 1 below, which illustrates two main sections of the 

experiment: pre-processing and modeling data. First of all, the raw data is described as 

follows. 

Data Description 
 

 The aim of this paper is to forecast the success of cyber marketing based on bank customer 

data,  social and economic context attributes, etc. Can be get from on the Kaggle website [14]. 

The data, which are collected from a Thera Bank. There are 5001 instances and 14 attributes 

in this data set. With the exception of the output goal y (subscription), there are 13 attributes, 

containing age, education, Experience…etc. The detailed descriptions about attributes are 

presented in Table 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Proposed model 

Table 1.Data descreption 

ATTRIBUTES DATA DESCRIPTION  
ID 
Age  

Customer ID 
Customer's age in completed years 

Experience years of professional experience 
Income Annual income of the customer 
ZIPCode Home Address ZIP code. 
Family Family size of the customer 
CCAvg Avg. spending on credit cards per month 
Education 
Mortgage 
Securities Account 
CD Account 
Online Does 
Credit Card   

Education Level. 1: Undergrad; 2: Graduate; 3: Advanced/Professional 
Value of house mortgage if any. 
Does the customer have a securities account with the bank? 
Does the customer have a certificate of deposit (CD) account with the bank? 
Does the customer use internet banking facilities? 
Does the customer use a credit card issued by Universal Bank? 

Personal Loan Did this customer accept the personal loan offered in the last campaign? 
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Data preprocessing  

To improve our proposed model's predictive effect, the raw data, which are often redundant, 

inconsistent or uncertain in general machine learning, are processed and optimized in this 

section. Therefore, until designing a predictive model, it is important to preprocess the data. 

The following steps have been done to achieve enhancing. 

 

Fixed missing data  

 

There are many missing values existing in the dataset about clients’ information, like the 

categorical data including default of credit, education, jobs, marital status, housing, and loan, 

the following is an analysis of lost data using SPSS in the Fig2 and Fig3. 

 

Missing data analysis 

 

About 750 of the 5001 records contain the missing values, accounting for 15 % of the total, and 1 

feature of the 12 variables contain the missing data [15] [16]. 

Data -Preparation Cross-validation Training model Evaluation 

Discretization Standardization 

¶Missing data analysis 

¶Detection mechanisms 

¶Deletion or estimation  

Fixed Missing Data 

Data Train 

Data Test  

Figure 1. Steps of the model 

Dataset 



International Journal of Scientific Engineering and Applied Science (IJSEAS) – Volume-07, Issue-3, March2021 

                              ISSN: 2395-3470 

www.ijseas.com 
 

8 

 

 

 

 MCAR Test 
 

In this step, we tested Little to see if the data was completely randomly lost or not, to 

determine the mechanism by which the data was lost based on it we will determine the best 

way to handle the missing data [4]. 

Figure 2.Overall summary of missing values. 

Figure 3. Missing values patterns. 
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  Null hypotheses                H0 = MCAR 

Alternative hypothesis     H1≠ MCAR 

 

Table 2:  Little's MCAR Test 

EM Correlations 

 Age Experience Income ZIPCode CCAvg Mortgage 

Age 1      

Experience .994 1     

Income -.055- -.047- 1    

ZIPCode -.029- -.029- -.016- 1   

CCAvg -.052- -.050- .646 -.004- 1  

Mortgage -.013- -.011- .207 .007 .110 1 

a. Little's MCAR test: Chi-Square = 1526.824, DF = 5, Sig. = .000 

 

 

The practical problem with the MAR mechanism is that there is no way to confirm that the 

probability of missing data on Y is solely a function of other measured variables [7], but using 

analyzing data in SPSS (tabulated cases), we found that the missing data in the Experience, has 

to do  with the data observed in the default variable, which indicates that the missing data is 
Missing Patterns (cases with missing values)
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10 1 7.7 + S 34 180 93023 8.90 0 1 3 1 0 0 0 0

23 1 7.7 + S 29 62 90277 1.20 260 1 1 0 0 0 1 0

35 1 7.7 S 31 50 94035 1.80 0 4 3 0 0 0 1 0

43 1 7.7 + S 32 132 90019 1.10 412 4 2 1 0 0 1 0

53 1 7.7 S 30 72 94005 0.10 207 1 1 0 0 0 0 0

59 1 7.7 S 28 93 94065 0.20 0 2 1 0 0 0 0 0

60 1 7.7 + + S 31 188 91320 4.50 455 2 1 0 0 0 0 0

76 1 7.7 S 31 135 94901 3.80 0 4 2 1 0 1 1 1

86 1 7.7 S 27 109 94005 1.80 0 4 3 0 0 0 0 0

90 1 7.7 S 25 113 94303 2.30 0 4 3 0 0 0 0 1

106 1 7.7 S 24 35 94704 0.10 0 3 2 0 1 0 1 0

109 1 7.7 S 33 32 95136 0.60 166 1 3 0 0 0 1 0

127 1 7.7 S 31 115 92096 1.30 101 2 1 0 0 0 1 1

128 1 7.7 S 34 82 92646 2.70 251 1 2 0 0 0 1 0

133 1 7.7 S 31 51 90840 1.75 0 2 3 0 0 0 0 0

142 1 7.7 S 35 58 95831 2.00 149 3 1 0 0 0 1 1

144 1 7.7 S 25 54 94117 1.60 0 4 1 0 0 0 1 1

152 1 7.7 + S 26 132 92834 6.50 0 3 3 1 0 0 0 1

157 1 7.7 S 26 15 92131 0.40 0 4 1 0 0 0 0 1

161 1 7.7 + S 29 134 95819 6.50 0 4 3 1 0 0 0 0

166 1 7.7 S 27 43 94706 1.50 0 1 1 0 0 0 1 0
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Figure 4. snapshot of cases with missing values 
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missing at random, i.e. it cannot be deleted because it has a bias towards the default variable, 

but it must be compensated for the value of its alternative. 

 

Impute missing data 

 

In the previous stage, the mechanism by which the data was lost was identified and turned out 

to be MAR, which indicates that the missing data has to do with Observed Data and this means 

that there is a bias towards certain values, which requires us to estimate these lost values 

instead of deleting them, and one of the most accurate of these methods is multiple 

imputations, final MI estimate is simply the average of the estimates [3] [5] [17] [18]. 

 

 

Figure 5. Results of multiple imputatio method after handling missing data 
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Discretization 
 

First, the level of some continuous variables is reclassified. For example, age level, experience, 

income, postal code, CCAvg variable The age variable is reclassified from 45 levels into 4 

levels using 4 cutoff points using SPSS, labeled (23:35,35.1:45,45.1:55,55.1:67) [19] [20]. 
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Table 3: Age Variable After discretization 

Age1 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid 23-35 1274 25.5 25.5 25.5 

35.1-45 1245 24.9 24.9 50.4 

45.1-55 1265 25.3 25.3 75.7 

55.1-67 1216 24.3 24.3 100.0 

Total 5000 100.0 100.0  
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Table 4: Experience Variable After discretization 

Experience1 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid 0-10 1283 25.7 25.7 25.7 

10.1-20 1259 25.2 25.2 50.8 

20.1-30 1301 26.0 26.0 76.9 

30.1-43 1157 23.1 23.1 100.0 

Total 5000 100.0 100.0  

 

 

Table 5: Income Variable After discretization 

Income1 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid 8-39 1312 26.2 26.2 26.2 

39.1-64 1238 24.8 24.8 51.0 

64.1-98 1204 24.1 24.1 75.1 

98.1-224 1246 24.9 24.9 100.0 

Total 5000 100.0 100.0  

 

 

 

Table 6: zipcode1 Variable After discretization 

Zipcode1 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid 9307-91911 1253 25.1 25.1 25.1 

91911.1-93437 1251 25.0 25.0 50.1 

93437.1-94608 1258 25.2 25.2 75.2 

94608.1-96651 1238 24.8 24.8 100.0 

Total 5000 100.0 100.0  
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Table 7: CCAVG Variable After discretization 

Ccavg1 

 Frequency Percent Valid Percent 

Cumulative 

Percent 

Valid .0-.7 1381 27.6 27.7 27.7 

.8-1.5 1125 22.5 22.5 50.2 

1.6-2.5 1237 24.7 24.8 75.0 

2.6-10 1248 25.0 25.0 100.0 

Total 5000 100.0 100.0  

 

Standardization 

Due to the different qualities of the indicators, standardized processing generally plays a 

crucial role in transforming raw data into a dimensionless index, that is, each index value is at 

the same scale level, we executed on all attributes in the data set [21].  

Training Model 

This classification model focuses on predicting the target through telemarketing to sell the 

term deposits, Bank marketing data set is divided into, cross-validation folds 10. The training 

data is used to model a fitted and logical model, the function of which is to discover potential 

predictors. As for testing data, it is utilized to calculate the accuracy of the model prediction, 

which can show the efficiency and effectiveness of the model. In this paper, four widely-used 

classification models are employed, such as DT, SVM and RF [22]. 

With these models, the author can explore the relationship between selected data sets and 

predict the target. Comparing the accuracies of model predictions and calculating the value of 

the area under the ROC curve (AUC), the discrimination effects of the models mentioned above 

can be measured. And the depiction of the ROC curve is displayed simultaneously. The results 

indicate so SVM has better performance than other classification models eventually [23]. 
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Evaluation Model and Experimental Results  

To evaluate the four machine learning models, it is necessary to first divide the dataset into 

two categories, training data, which represents 20% of the data, and test data, which 

represents 80% of the total data. As we explained earlier [22]. 

The next step is to enter the test data into the four proposed models to calculate their 

performance. We used both precisions, recall, and under the curve to calculate the accuracy of 

the models, the results showed that the automatic support system had obtained a high 

accuracy of 95%, before processing the missing data, as shown in Table 9 and Figure 17[23]. 

Then we tested the four models again, but after processing the missing data, we found an 

improvement in the results for each of the three models: the decision tree, the automatic 

support system, the random forests, except for the reinforcement system, it remained 

constant in terms of accuracy, as in Figure 18. 

ὃὅὅ  ὝὶόὩ ὖέίὭὸὭὺὩί  ὝὶόὩ ὔὩὫὥὸὭὺὩί Ⱦ Ὕέὸὥὰ ὴέὴόὰὥὸὭέὲ  (1) 

Recall, also known as sensitivity or true positive rate (TPR), is a measure of the ratio of the 

true observations that the model will classify as true, see Equation 2. 
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Figure 16.the confsion matrix 
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Table 9: comparison between the results techniques before missing data handling 

 

               RESULTES 

 

 

TECEHNIQUES 

Accuracy Recall ROC Confusion matrix 

Decision  Tree 90.4 0.904 0.500 
4520 0 

480 0 

Random Forest 91.36 0.914 0.958 
4519 1 

431 49 

SVM 95.86 0.959 0.835 
4466 54 

153 327 

XGBoost 94.24 0.943 0.958 
4400 74 

219 307 
 

Table 8 comparison between the results techniques after missing data handling 

TECEHNIQUES 

 

 

RESULTES    

Accuracy Recall ROC Confusion matrix 

Decision  Tree 97.46 0.975 0.961 
4470 50 

77 403 

Random Forest 95.86 0.959 0.978 
4482 38 

169 311 

SVM 96.5 0.965 0.875 
4458 62 

113 367 

XGBoost 94.62 0.948 0.969 
4405 73 

214 308 
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Figure 17. comparison between the results techniques before missing data 
handling 
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Conclusions 

The present study predicts the success of telemarketing calls for accepting bank personal 

loans with missing data using machine learning. The indicators and the methodology applied 

in the study show the proposed model achieves the best results. The results also indicated 

that the technique of multiple imputations of missing values is highly efficient due to the 

results achieved. 
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Figure 18 comparison between the results techniques after missing data 
handling 
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