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Abstract 
Image denoising is a challenging task since 
the noise distribution usually does not have a 
parametric model. One  kind of mixed noise 
is Additive White Gaussian Noise (AWGN) 
coupled with impulse noise (IN). Proposing a 
simple yet effective method, namely 
Weighted Encoding with Sparse Nonlocal 
Regularization (WESNR), for mixed noise 
removal. Output of WESNR is undergone a 
post processing step, Successive Mean 
Quantization Transform(SMQT) which 
reveals the organization or structure of the 
data and removes properties such as gain and 
bias of the image, which provides image 
enhancement. WESNR together with SMQT 
achieves leading mixed noise removal 
performance. 
Keywords: weighted encoding, sparse, 
regularization,  nonlocal, quantization. 

 

1. Introduction 
 

In many applications, while transmitting the 
images and acquiring an image from both 
digital cameras will be affected with few or 
more amount o the noise from a variety of 
sources. Further processing of these noisy 
images can be done only after removal of 
this random noise, because this type of noise 
elements will create some serious issues in 
practical applications such as satellite, 
biomedical, computer vision , artistic work  

 
or marketing and also in many fields. 
Denoising an image is a primary problem in 
the applications of image processing. 
Estimating an original image from the 
corrupted or sparse image by preserving its 
edge, texture and structural details is very 
important. In order to remove the noise from 
images, prior knowledge about the noise 
distribution plays a vital role. Mainly, there 
are two types of noises like impulse noise 
(IN), additive white Gaussian noise 
(AWGN).  Due to thermal electrons thermal 
motion in camera sensors and circuits [22], 
AWGN will be introduced. In general, when 
there is a very small change in original pixel 
value that is known as Guassian noise.  
 
IN is often introduced due to improper 
functioning of camera sensors, hardware 
impairment memory locations or bit errors 
in transmission [23].Median filters [1] have 
been used dominantly to remove IN. Many 
improvements have been done in median 
filters to enhance the performance and to 
preserve the local structures [2-10], which 
includes weighted median filter (WMF) [3], 
multistate median filter (MMF) [4] and 
center weighted median filter (CWMF) [3]. 
All of them do not recognize that the present 
pixel is noisy or not and they tend to over 
smooth the denoised image. Hence, based 
on this concept several filters have been 
proposed such as switching median filter 
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(SMF) [5], adaptive median filter (AMF) 
[6], tristate median filter (TMF) [7], 
adaptive CWMF [8], conditional signal 
AMF [9] and directional WMF [10] etc.  
 
Bilateral filter (BF) [12] is a well-known 
nonlinear filter, which preserves the 
information about the edges. An extension 
for the BF is non local means (NLM) 
filtering algorithm [15]. BM3D approach 
has been proposed in [14] by combining the 
similar non local patches into a 3D cube and 
applying transform based shrinkage.  Then 
after, LPG-PCA has been proposed in [16]. 
The work proposed in [13] initiates the 
dictionary learning from natural images to 
remove the AWGN and denoise the 
corrupted image using K-singular value 
decomposition (K-SVD). In [17], the author 
has proposed the use of both sparse 
representation and nonlocal self-similarity 
(NSS) regularization to remove the AWGN. 
 
For enhancing image output of WESNR is     
undergoing a post processing step which is 
SMQT. Producing digital images that render 
contrast and detail well is a strong 
requirement in several areas, such as remote 
sensing, biomedical image analysis and fault 
detection. Performing these tasks 
automatically without human intervention is 
a particularly hard task in image processing.  
 
SMQT uses an approach that performs an 
automatic structural breakdown of 
information. This operation can be seen as a 
progressive focus on the details in an image. 
However, the mixture of both AWGN and               
IN increases the difficulties and                 
makes much more complex to denoise the 

images. Existing methods are detection 
based methods where noisy pixel detection 
and then removing it. But, when the AWGN 
and IN are very strong then this two phase 
has become less effective in mixed noise 
removal from the corrupted images. 
Therefore, here we proposed a simple and 
effective approach which includes both 
weighted encoding with sparse nonlocal 
regularization (WESNR). For enhancing this 
image Successive Mean Quantization 
Transform (SMQT)  is used thus it will 
increases the performance. 

2. Proposed Frame Work 

2.1 Mixed noise model 

Let x be an original image and its pixel 
locations be xm,n where ‘m’ denotes number 
of rows and n denotes number of columns. 
Consider noisy observation of x is y and is 
modeled as 

y m,n  =  x m,n  + v m,n         (1) 

 
where  v m,n  denotes Additive White 
Guassian Noise (AWGN) with zero mean 
and standard deviation σ . Mixed noise 
considering is  

 AWGN + SPIN 
   Signal observation model can be expressed 
as  
   ym,n     =   d min  with probability s/2. 
 =   d max  with probability s/2. 
 =   x m,n  + v m,n  with probability 1-s. 
2.2 Denoising model 
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Considering original image xɛ Ru.  Let xm = 
Rm  ɛ Ru   be a stretched vector of an  image. 
Rm is the extracting  patch Rm  is the 
extracting patch xm matrix operator at  
location m. Considering the sparse 
representation for finding out the  over-
complete dictionary. Let the dictionary be Φ 
and can be represented as  

Φ  =  [Φ1; Φ 2; ………. Φ u ] ɛ Ru,v  to sparsely 
code xm  where Φj ɛ Ru  is the jth atom of Φ. 
Representation  of xi over the dictionary Φ 
can be expressed as  

x  =  Φα                                  (2) 
where α = set of all coding vectors αi . 
When denoising an image the main aim is to 
estimate the desired image x̂ from y over the 
Φ. Then the encoding model can be expressed 
as 
 

x̂ = arg min x||y - x||² + λ . R(x)        (3) 
By substituting Eq. (2) in Eq.(3) then 
encoding model becomes 

x̂ = arg min α||y - Φα||2² + λ . R(α)      (4) 
where R(α) denotes some regularization term 
that imposed on α and 	 is a parameter of 
regularization. 
 
The coding vector which has been resolved is 
a maximum a posteriori (MAP) solution at 
certain regularization term [17,39] for 
AWGN model. However, the noise 
distribution in an images those are corrupted 
by mixed noise is far from Gaussian. Hence, 
the data fidelity term ||y – Φα ||2² in eq. (4) 
will not lead to a MAP solution in removal of 
noise. The data fitting residual is much more 
irregular then to characterize the residual of 
coding, so that 2	 	 for handling mixed 
noise removal in a much easier way. This 
motivates to use robust estimation methods , 

which is weighting the residual, so that data 
fitting model can be more regular. 
Let, 

e = [e 1; e 2;………. ; eu ] = y – Φ α      (5) 
where e i = (y – Φ α) (i). Instead of 
minimizing the residual ||y – Φ α||2²  = ∑ᶸi=1 
ei² , which actually assumes that ei follows 
Guassian distribution. Minimizing the loss: 

min ∑ᶸi=1  f(eᵢ)                   (6) 
‘f’ is the function which controls loss of 
residuals. 
 
 The function ‘f’ satisfy following conditions 
i) f(e) ≥ 0;  symmetric condition. 
ii) f(eᵢ) ≥  f(eⱼ)  if |eᵢ|  ≥  |eⱼ| ;  non negative 
condition. 
iii) f(e) = f(-e); monotonic condition. 
 
Assigning proper weights to residuals in order 
to reduce the mixed noise distribution. 
Rewrite residuals as follows  

eᵂᵢ = wᵢ ½ eᵢ     (7) 
Residuals can be categorized in to 2 parts 
i)Residuals found at AWGN corrupted pixels. 
ii) Residuals found at IN corrupted pixels. 
 
Residuals found at AWGN corrupted pixels 
follows Guassian distribution, so that weights 
assigned to that pixels will be close to 1. 
Residuals found at IN corrupted pixels having 
heavy tail distribution, to reduce heavy tails 
smaller weights are assigned to IN pixels. 
Function ‘f’ can be rewritten as 
f(eᵢ) = (wᵢ ½ eᵢ )2    
The new denoising model for mixed noise 
removal is  
x̂ = arg min α|| w ½ ( y – Φ α)||22 + λ .R (α)    
(8) 
where ‘w’ is the diagonal matrix which 
having diagonal elements. Some 
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regularization terms based on natural image 
priors will be included in Eq.8, for making it 
more effective. Mainly there are two priors 
mainly used in denoising of image. 

i) Local sparsity 
ii) Non-local self-similarity(NSS) 

 
These two priors integrated in to single prior 
named as sparse non local regularization. 
Eq.(8) can be rewritten as follows 

x̂ = arg min α|| w ½ ( y – Φ α)||22 + λ. 
∑ᵢ ||αᵢ - μᵢ||lp           (9) 

where R(α) = .∑ᵢ ||αᵢ - μᵢ||lp , p = 1 or 2 refers 
to lp norm. 
Eq.9 can be remodeled by using Laplacian 
distribution and leads to a MAP estimation 
and the equation becomes 
x̂ = arg min α{ || w ½ ( y – Φα)||22 + λ .||α - μ||1 

}  (10) 
‘w’ is a diagonal weight matrix, can be 
expressed as 

wᵢᵢ = exp (aeᵢ2)         (11) 
where ‘a’ is a positive constant which 
controls the decreasing rate of wᵢᵢ with respect 
to ei. 
 
This denoising model can be solved by 
updating  ‘w’ and ‘α’. For the given patch 
dictionary will be adaptively indomitable.  
From Eq. 11 it is understood that weights is 
depending up on the coding residuals(e). For 
detecting salt and peper noise(SPIN) 
Adaptive median filter(AMF) is used. In 
WESNR noisy observation ‘y’ is applying to 
AMF in order to obtain  image x(0), coding 
residual can be initialized as 

e(0) = y – x(0)         (12) 
Final denoising model becomes  

α̂(k+1) = (ΦT w Φ + v(k+1))-1 (ΦTwy - ΦTwΦμ)  
+ μ     (13) 

 
2.2 SMQT Technique 
  
MQU is the main building block of SMQT 
and it consisting of mainly 3 steps calculating 
mean of the image, quantizing and splitting of 
the input set 
i) Finding out the mean of  image 

v̄(x) = 1/|D| ∑xεD v(x)        (14) 
 

ii) Quantizing the pixel values in to {0,1}. 
   ε(v(y), v(x)) = {1, if v(y) > v̄(x) 
                        ={0,else                              (15) 
iii) Splitting the input image in to 2 subsets. 

DO(x) = {x| v(x)  ≤ v̄(x), for every x ε D 
D1(x) = {x| v(x) > v̄(x), for every x ε D    (16) 
 

 
Fig. 1  SMQT Representation. 

 
The main building block of SMQT is Mean 
Quantization Unit(MQU). Output of MQU 
denoted as ‘u(x)’. u(x) mainly consisting of 
zeros and ones.  MQU is independent of gain 
and bias adjustments of input. The first level 
transformation of SMQT is the output of  
MQU. SMQT can be described by using an 
binary tree which is shown in Fig. 1. 
Generally output of MQU is represented as 
u(l,n), where ‘l’ ranges from 1,2,…L, which is 
the current leveland ‘n’ ranges from 1,2,…., 
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2(l-1), which is the output number for the 
MQU at level ‘l’. Values in the u(l,n) will be 
weighted and added to obtain the output. 
Weighting is performed by multiplying  2(l-1) 
at each level. The final result obtained in 
SMQTL is 
M(x) = {x| v(x) = ∑L

l=1 ∑n=1
2^(l-1)

 v(u(n,l) . 2L-1, 
Vx ε M, V u(n,l) ε u(l,n)}                          (17)    
Quantization levels QL = 2L. 
The level ‘L’ in the SMQT denotes the 
number of bits used to describe the 
transformed image. A SMQT of an image, 
which has a dynamic range represented by 8 
bits, will yield an uncompressed image with 
enhanced details. The histogram equalization 
has some problems with over saturation and 
artifacts in several areas area in the images. 
Histogram equalized images have a tendency 
to get washed out or unnatural. These effects 
do not occur, or are very limited, in the 
SMQT enhanced images. The SMQT also has 
less computational complexity and fewer 
adjustments compared to more advanced 
enhancement techniques. 
  
3. Algorithm of WESNR and SMQT 
 
Removal of mixed noise by WESNR and 
enhancement of image by SMQT. 
Input: Learning dictionary ‘Φ’, noisy 
observation ‘y’. 
Initialize , by eq. (12) and then initialize w 
by eq.11 
 
Output: Denoised image x̂ 
Loop: Iterate on  = 0,1, … . , ’  

1. Compute (k) using eq.13. 
2. Compute x(k) = Φα(k). 
3. Updating nonlocal coding vector μ. 
4. Computing residual e(k) = y – x(k). 

5.Calculate the weights by using   
eq.11. 

End 
6. Output denoised image is fed to 
SMQT. 

 7. Finding mean of the image by 
eq.14. 
 8. Quantizing to{0,1}. 
 9. Splitting input set by eq.16 
Output enhanced image x̂. 
	
4. Simulation Results 
 
Experimental results have been done in 
MATLAB 2014a version with 4GB RAM and 
i3 processor. To verify the performance of the 
proposed image denoising model using the 
WESNR and enhancing image by SMQT with 
the existing denoising techniques such as 
AMF, Performed WESNR combined with 
SMQT for noise removal and enhancement. 
PSNR thus obtained is more. All the test 
images are intensity or gray scale images with 
the pixels ranging from 0 to 255. 
 
Several parameters are used in the proposed 
algorithm and they all can be fixed. First, the 
parameter ‘ ’ which is controlling 
termination of iteration . To balance the 
denoising results,  set it to 0.003. In Eq. (11), 
the parameter that is used to control the 
weights decreasing rate w.r.t. ‘e’, this can be 
set it to 0.0008. Fig.2 shows that the mixed 
noise removal from the Lena image, Fig.3 
shows that the mixed noise removal from 
Boat image it displayed all the  denoised 
images obtained by using conventional AMF, 
WESNR and WESNR + SMQT  algorithms. 
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Fig. 2 Lena image (a) Input image, (b) Image 
containing AWGN, (c) Image containing AWGN and 
SPIN and (d) Output of AMF. 
 

 
 
Fig. 3 Boat image (a) Input image, (b) Image 
containing AWGN, (c) Image containing AWGN and 
SPIN and (d) Output of AMF. 
 

 
Fig.4  PSNR results of WESNR, AMF and combined 
WESNR and SMQT output for Lenaimage. 
 
 
 

 
 

Fig. 5 WESNR Output, SMQT Output of Boat image. 
 
 
 
 
 

 
Fig. 6 WESNR Output, SMQT Output of Lena Image. 
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Table 1: PSNR Results of Boat Image 

 
 
 

 
Table 2: PSNR Results of Lena Image 
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Fig.7  PSNR results of WESNR, AMF and combined 
WESNR and SMQT output for Boat image. 

 
Able to observe that the visual quality is more 
in the proposed and PSNR ratio is more, thus 
performance is more.  

 
 
 
 
5. Conclusion 
 
Presented a novel model for mixed noise 
removal, namely weighted encoding with 
sparse nonlocal regularization (WESNR). The 
distribution of mixed noise, e.g., additive 
white Gaussian noise mixed with impulse 
noise, is much more irregular than Gaussian 
noise alone, and often has a heavy tail. To 
address this difficulty, adopted the weighted 
encoding technique to remove Gaussian noise 
and impulse noise jointly. First encoded the 
image patches over a set of PCA dictionaries 
learned offline, and weighted the coding 
residuals to suppress the heavy tail of the 
distribution. The weights were adaptively 

OBSERVATION PSNR in dB 
Noisy Image 10.64 
AMF filtered Image 26.73 
WESNR- Iteration1 29.38 
WESNR- Iteration2 29.79 
WESNR- Iteration3 30.13 
WESNR- Iteration4 30.46 
WESNR- Iteration5 30.60 
WESNR- Iteration6 30.69 
WESNR- Iteration7 30.72 
WESNR- Iteration8 30.75 
SMQT 38.45 

     OBSERVATION PSNR in dB 
Noisy Image 10.60 
AMF filtered Image 27.99 
WESNR- Iteration1 31.33 
WESNR- Iteration2 31.84 
WESNR- Iteration3 32.15 
WESNR- Iteration4 32.71 
WESNR- Iteration5 32.97 
WESNR- Iteration6 33.18 
WESNR- Iteration7 33.24 
WESNR- Iteration8 33.43 
SMQT 40.89 
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updated to decide whether a pixel is heavily 
corrupted by impulse noise or not. 
Meanwhile, image sparsity prior and nonlocal 
self similarity prior was integrated into a 
single nonlocal sparse regularization term to 
enhance the stability of weighted encoding. 
SMQT which is applied to WESNR output 
has properties that reveal the underlying 
organization or structure of data. The 
transform extracts the structure in a robust 
manner which makes it insensitive to changes 
in bias and gain of an image. Hence image is 
enhanced. 
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