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Abstract 
Following the attacks considerable standard SHA-2, 
in this paper, a new version of hash was developed 
known as the family SHA-3. We discussed the study 
of the SHA-3 hash exposing the protocol chosen for 
our KECCAK-256 application. The optimization of 
this function and all steps taken to achieve this 
implementation was done are performed the synthesis 
of IP hash and optimization. The resulting hardware 
requirements as well the computation time are 
presented and compared with previous work. In 
addition, the proposed design is implemented on the 
most recent Xilinx Virtex FPGAs. 
 The number of occupied slices, the maximum 
working frequency (in megahertz), the throughput (in 
gigabits per second), and the efficiency (in gigabits 
per second/slice) have been compared. An FPGA 
architectural for KECCAK-256 was developed using 
VHDL, and synthesized using Virtex-6 chips. Our 
KECCAK-256 show tremendous throughput increase 
of 195.27% when compared with the implementation 
of the original KECCAK-256. 
Keywords: SHA-3, KECCAK, Implementation, FPGA 
Hardware. 

1. Introduction
The hash function is the one of the methods and 

techniques to ensure the information integrity. Until 
now, it is a goal related to protect the information. 

The SHA-1 and SHA-2 are most-widely used in 
previous years [1]. However, the NIST announced an 
international competition in order to developing a 
new hush function SHA-3. In August 2015, the 
competition was finalized. The KECCAK is a final 
version of the new SHA-3 [2]. 

The new hash function KECCAK is used in very 
large application requiring high security integrity 
such as internet banking, online shopping, e-mail and 
other sensitive digital communications. Since then, 
different hardware implementation architectures of 
KECCAK hush function algorithm have been 

proposed for different applications and their 
performances have been evaluated by using ASIC 
libraries and FPGA [3], [4], [5],[6] 
The remainder of this paper is organized as follows. 
Section 2 presents the specification of KECCAK 
algorithm. The experimental results are explained 
and discussed in section 3. Section 4 concludes this 
paper. 

2. KECCAK Specification

For having provable security against all attacks, 
the design construction of the new hush family is 
based on sponge strategy.  
The sponge design perform on a state of b = r + c bits, 
where r is the bitrates and c is the capacity which 
determines the security level. So, In Keccak, the  
function is a permutation chosen in a set of seven 
Keccak-f permutations, denoted Keccak-f[b],  b can 
be {25, 50, 100, 200, 400, 800, 1600}, where b is the 
width of the permutation. The state is organized as an 

array of 5×5 lanes, each of length w ∈ {1, 2, 4, 8, 

16, 32, 64} (b=25w). This state (A) is a three-
dimensional binary matrix.  [7].  
The sponge design consists of three phases: 

 The initialization phase: In this stage, first all
the bits of the state are set to zero. Second, the 
input data is padded and divided into blocks of r 
bits. 
 The absorbing phase: first, the input message
(r-bit) is XORed with the first r-bit of the state. 
Second, the outputs results are interleaved with 
the permutation function. Finally, all blocks are 
processed; the sponge design alters to the third 
phase. 

 The squeezing phase: in this stage the output
blocks are the first r-bit of the state. Moreover, the 
user can be chosen the number of output blocks. 

Figure 1 shows the sponge construction: 
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Fig. 1 The sponge construction 

Actually, the state is grouped into matrix 5X5 of 64-
bit words. The KECCA-f is composed of 24 rounds. 
Each round has five steps (θ, ρ, π, χ and τ). in each 
round the initial state is all zero and the data is mixed 
with the current state. 

R i           (1) 

         
   

: ,0 ,1 ,2 ,3

,4 ; 0,4

step C x A x xor A x xor A x xor A x

xor A x x

 

 
  (2) 

         : , , 1, 2,step Ax y Bx y xor not x y and Bx y            (3)

   : 0,0 0,0i step A A xor RC (4) 

      & : ,2 3 , , ,steps B y x y rot A x y r x y         (5)

In this algorithm all the operations on the indices are 
done modulo 5. The state named A, A[x,y] is a 
particular lane. B[x,y], C[x] and D[x] are 
intermediate variables. The round constant is RC[i]. 
The constants R[x,y] are the cyclic shift offsets and 
are specified in the Table 1. 

Table 1: Constants R[x,y] KECCAK algorithm 

x=3 x=4 x=0 x=1 x=2 

y=2 25 39 3 10 43 

y=1 55 20 36 44 6 

y=0 28 27 0 1 62 

y=4 56 14 18 2 61 

y=3 21 8 41 45 15 

Table 2 shows the round constants RC[i]  

RC[0]     0x0000000000000001 RC[12]     0x000000008000808B 

RC[1]     0x0000000000008082 RC[13]     0x800000000000008B 

RC[2]     0x800000000000808A RC[14]     0x8000000000008089 

RC[3]     0x8000000080008000 RC[15]     0x8000000000008002 

RC[4]     0x000000000000808B RC[16]     0x800000000000808B 

RC[5]     0x0000000080000001 RC[17]      0x8000000000000080 

RC[6]     0x8000000080008081 RC[18]      0x000000000000800A 

RC[7]     0x8000000000008081 RC[19]      x800000008000000A 

RC[8]      0x000000000000008A RC[20]      0x8000000080008081 

RC[9]      0x0000000000000088 RC[21]      0x8000000000008080 

RC[10]     0x0000000000008082 RC[22]      0x0000000080000001 

RC[11]     0x000000080000000A RC[23]      0x8000000800008008 

3. Proposed KECCAK

3.1 Proposed design 

Figure 2 shows the block diagram of our KECCAK 
architecture. This architecture takes 1600-bit for the 
inputs data. Then it performs the padding operation 
and the hash process. The output data is 512-bit. 
Figure 2 show the block diagram of KECCAK 
architecture. 
The architecture of KECCAK consists of four 
modules: the Input/output interface, the Control Unit, 
the Padder Unit and the KECCAK Round. 
• Input/output interface is the input blocks. The input
data is 1600-bit length while the output is 512-bit 
wide. So the Input/output interface has to buffer the 
information data. 
• Controller is used to ensuring the synchronization
between all modules. 
• Padder Unit implements the padding operation and
the inversions per byte procedure and has an output  
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of 1600-bit which is the sponge function of 
KECCAK. Then a 2-to-1 multiplexer drives the 
output data from padder to the primary KECCAK 
components. 
• KECCAK Round is the main component of
proposed design. It requires 25 clock cycles to 
produce the 512-bit message digests where each 
clock cycle requires the previous round, as well as 
the constant value RC at the start of the each round. 

3.2 Implementation: Results  

Our Round function is composed of three main 
components: the round function, the state register and 
the input/output buffer. The proposed KECCAK 
architecture has been described using VHDL, 
simulated by ModelSim 6.6 and synthesized with 
Xilinx ISE 14.1. The FPGA target is XC6VLX75T-
3ff784, from Xilinx Virtex family. As seen in Table 
3, the number of occupied slices, the frequency (in 
Megahertz), the throughput (in Gigabits per second) 
and efficiency (in Megabits per second). 

The throughput is obtained by using the following 
equation: 

#

#

bit frequency

clock cycles


(6) 

The architecture is simulated to verify the 
functionality, with use of the test vectors provided by 
the KECCAK standard [8]. In order to have a fair and 
detailed evaluation. We implemented KECCAK. 
Performance metrics such as area, frequency, 
throughput, and efficiency are derived. As seen in 
Table 3 the proposed KECCAK implementation 
takes 1167 slices for 333.361MHz frequency in 
virtex6. 

Table.1. KECCAK FPGA implementation: Results 

Performances Metrics 

V
IR

T
E

X
-6

 Area 
(Slices) 

Clock 
Cycle 

Freq. 
(MHz) 

Throu. 
(Gbps) 

Eff. 
(Mbps/Slice) 

1167 25 333.361 13.654 11.7 

Fig. 2 Block diagram KECCAK 
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3.2 Implementation: Comparison 

In table 4 compares our implementations with recent 
works reported in literature in terms of Area, 
frequency, Throughput, Efficiency. 

Ref. 
Area 

(Slices) 
Freq. 

(MHz) 
Throu. 
(Gbps) 

Eff. 
(Mbps/Slice) 

V
ir

te
x-

6 

[9] 188 285 0.08 -- 

[7] 1015 291.21 6.99 6.89 

Our 1167 333.36 13.65 11.7 

In Virtex6 in [9] use a block size of 1088-bit for the 
internal data rate computation. So this 
implementation achieves an input throughput at 
0.08Gbps in 1896 clock cycles with 285 MHz 
operating frequency. With the same block size, the 
implementation [7] has an input throughput of 6.99 
Gbps with 291.21MHz operating frequency. So the 
proposed design increases the maximum frequency 
by 35.30 %. Also, this design has hardware 
requirements of 1015 slices. 

4. Conclusion

In this work we have presented efficient hardware 
implementations of KECCAK. We reported the 
implementation results of 512-bit variants on most 
up-to-date Xilinx FPGAs i.e Virtex6. We reported 
the performance figures of our implementations in 
terms of Area, Frequency, Throughput and 
Efficiency and compared it with available results. 
The results of the proposed architecture are found in 
Section 4. It is important in term frequency, 
throughput, highlight that the cost of Slices 
consumed by Throughput. We compared and 
contrasted the performance figures of others works 
on Virtex6. This work serves as performance 
investigation of KECCAK on most up-to-date 
FPGAs. 
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