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Abstract 

 
 The medical parameters such as 
temperature, pressure and heart beat rate of the 
human body has been measured by means of using 
respective sensors. Besides this we can   keep track 
the person and also monitor the exact place and 
environment of the patient by means of using 
Global positioning system i.e. GPS technology The 
measured parameters will be sent to the hospital or 
care taking unit in a regular periodical manner by 
means of using GSM module. All the above 
described actions has been taken place without any 
manual interruption by means of using PIC Micro 
controller, here  PIC micro controller is the heart 
for controlling the whole system. Using the 
collected value we are classifying the data into 
diseased, probably diseased and normal person. By 
analyzing the tracked records we can able to find 
the unsanitary regions which is the main cause of 
source for the diseases. 
Keywords: Body Area Network, GPS, GSM, MSVM.  
 
1. Introduction 
 

Wireless body area network is an area 
which is reaching a new step every day. With help 
of modern sensor elements, different body 
parameters can be collected in a seamless manner. 
Now a day because of the user’s lifestyle and 
surroundings the number of diseased person is 
increasing day by day. To control the spread of 
these diseases is very important. Many strategies 
are taken by the health care department to control 
these diseases. To understand the range of disease 
spreading can be found for getting the health 
condition of the entire person in the region. 
A real time example in case study of large 2009  
pandemic influenza A (H1N1) outbreak to 
characterize transmission patterns of H1N1 virus in 

a school area campus that possesses the property of 
community structure [2]. According to the social 
contact information from a detailed epidemiologic 
investigation of the structure outbreak, we 
construct new structure in a hierarchical social 
network they students are staying the apartment  
building damage occurred and sensor detect 
damage structure to   recover. A compartmental 
based stochastic model is proposed to simulate the 
spreading process of the epidemic in the network, 
finding community outbreaks within small social 
groups [3].Existing epidemic control methods are 
limited due to being unable to collect real time vital 
signs and dynamic social interaction information at 
the same time. Support vector machines (SVM) 
were originally designed for binary classification. 
How to effectively extend it for multi-class 
classification is still an on-going research issue. 
Several methods have been proposed where 
typically we construct a multi-class classifier by 
combining several binary classifiers. Some authors 
also proposed methods 
that consider all classes at once. As it is 
computationally more expensive to solve multiclass 
problems, comparisons of these methods using 
large-scale problems have not been seriously 
conducted. Especially for methods solving multi-
class SVM in one step, a much larger optimization 
problem is required so up to now experiments are 
limited to small data 
sets. 

Further, as the social information and 
health information are available, it is challenging to 
fuse this information together when they are from 
different information sources. Now we handle new 
approach to utilize network create graph based to 
represent the data and fuse them together. Network 
graphs are widely used to represent relations 
between interacting actors or nodes. They can be 
used to describe the behaviour of epidemics. The 
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edges in the network graph can be used to represent 
the presence or strength of a relationship between 
two nodes. Nodes can represent people and the 
colour of node scan represent health status (i.e., 
infected or not) of people [7].The sensors are 
gathered information from social care networks and 
form a new cluster and move to data in remote 
control network. In existing method using a 
technique Cluster-based Epidemic Control based 
on Smartphone-based Body Area Networks they 
data collection from different sensors, as the social 
information and health information are ready to 
forward, and data to be delivered in different 
destination is very difficult. In this paper, we 
propose to utilize a network graph to represent the 
data and fuse them together. Body area network 
generate graph strategy for different kind of data 
from different time duration and it represent the 
relationship between the persons and sensor data. 
This information is described in as epidemic 
control model [7]. The data is collected using 
sensor network the collected data is send to the 
remote location. The collected data is encrypted 
before sending. The collected data is classified. The 
diseased people are identified and necessary action 
is taken.  

2. Related works 

In order to provide accurate and timely 
epidemic predictions, which are crucial to effective 
epidemic control, complete and up-to-date data 
about public health conditions, robust prediction 
models and prediction algorithms are all needed. 
With respect to these, epidemic prediction systems 
should be highly scalable, efficient and equipped 
with appropriate prediction models. Our EPIC is 
designed exactly according to these requirements. 
It supports epidemic prediction for a very large 
population. In addition to health conditions from 
many involved persons (called participants, 
hereafter), it takes social networks (which are not 
considered in the previous works) into account in 
epidemic predications [5].The dynamic of epidemic 
outbreak influenced by many factors including host 
immunity, virus virulence, human behavior, 
environmental change, social and economical 
situation, etc. These factors influenced the virus 
transmission from human society, school to 

household, but social relationship as a special 
factor maybe influenced the transmission dynamic 
of epidemic outbreak in high density population. A 
stochastic model based on social contacts networks 
among students is constructed to simulate this 
outbreak, revealing that epidemic outbreaks 
commonly occur in local community. Moreover, 
effectiveness of three quarantine-based 
interventions is quantitatively studied by our 
proposed model, finding that community structure 
of social networks determines the effects these 
measures. We are to integrate mobile phone (i.e., 
for social interaction detection) with WBANs (i.e., 
for vital sign collection) for epidemic source 
tracing and control. There are some similarities 
between tracing epidemic sources and computer 
viruses. However, the techniques of virus source 
tracing algorithms [8] cannot be used to trace the 
epidemic data sources because due to different 
propagation characteristics between the person 
contagious diseases and computer viruses [4]. The 
research is main large population approximation 
results can be summarized as follows. We 
assuming a large population, sensor control collect 
and store data with different of the early stages of 
the epidemic can be approximated by a branching 
process, where ‘‘giving birth” corresponds to 
‘‘infecting someone” and ‘‘dying” corresponds to 
‘‘recovering from the disease”. If the epidemic 
branching process/epidemic is supercritical it is 
possible that a large population area should be 
monitoring epidemic outbreak occurs. If this 
happens, a balance equation determines the final 
number of infected added with some Gaussian 
fluctuation of smaller order [8].There are some of 
the new technologies using the remote healthcare 
systems especially for the elderly people to use 
person results from BAN. But new methods are 
gathered data from various machine learning or 
social health system but use a minimum level of 
storage so it is very complex to automatic decision 
support the large data repository. There is an urgent 
need for new data mining and machine learning 
techniques to be developed to this end. However, in 
this paper we propose new techniques for human 
activity recognition using a smart phone sensor 
data, and assisted live information of human 
activities. 
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3. Data Collection 

 The user’s data is collected using different 
sensor system. Each user will be having sensor 
system to monitor his body parameter. The 
parameter such as temperature, heart rate and pulse 
oximetry are continuously monitored. As the uses 
are not stable, so the location of the user is to be 
monitored.  GSM Standard for mobile 
communication. SMS was developed as part of the 
GSM Communication. Useful when the mobile 
phone user is not expect to answer or respond 
immediately. Here the data collected is send as 
SMS to the remote center along with the location. 
The values are send very 30min to the health center 
based on which the data is processed. Before 
transmitting data using GSM, it will be encrypted 
for security reason. 
 

 
 

Fig. 1 data collecting system 

 3.1 Data Encryption 

 Security of the data collected from the 
patient is very important. Here before sending the 
data to the remote location the data is secured from 
any external interference. The data is encrypted 
using RSA algorithm. The message is encrypted 
using a secret key. The key is formed using section 
key which is generated each the time so that no one 
can hack the data. The key is known only by the 
user and the authenticated  person. 

 
4. Data Processing 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 2: flow chart 
 

4.1 MSVM data classification  
 
 Support Vector Machine” (SVM) is a 

supervised machine learning algorithm which can 
be used for either classification or regression 
challenges. SVM consists of a learning module 
and a classification module. The classification 
module can be used to apply the learned model to 
new examples. Support Vector Machines only 
classify data into two classes. The collected 
values classified using multi support vector 
machine (MSVM) to categorize based on 
probably diseased, diseased person, recovered 
person and normal person. 

Data is collected from the user 

Data is encrypted 

Data from all the users is collected 

Data is send using GPS 

Data is classified 

Probably 
diseased 

Normal 
person 

Diseased 
Person 

The classified data plotted 

The diseased person is given proper care. 
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Fig 3:  Classified Data 

The above figure 3 shows the classified data, 
here the users are classified into three group based 
on the collected values. The three groups are 
diseased, probably diseased and normal person. 
This classification is done based on some pre 
defined threshold value. The selection of threshold 
value depends on the characteristic of the disease 
being observed. By identifying the probably 
diseased users, necessary steps can be taken to 
prevent the disease to spread.  

 
4.2 Location tracking 
 
 Here with the help of Smartphone we can 
find the location of the user. By combing the 
sensed value and the location of the user, the rate 
and direction of spread of disease can be found. 
With the help of GPRS we can track the diseased 
or probably diseased person by which the proper 
care can be taken. By getting the location details 
we can also know about the source of the disease.  

5. Conclusions 

Using a sensor network we measured the body 
parameters. This paper has proposed WBAN sensor 
to sense the heart rate, blood pressure, temperature 
of a person, and respiration of the person based on 
location using GPRS. Patient’s information’s are 
encrypted and lively transmitted through GSM to 
healthcare center every hour. The MSVM (Multi 
Support Vector Machine) classification algorithms 
are used to predict the normal person. The diseased 
nodes are removed from the network. As the time 
pass the number of  diseased person in the network 
is decreased.  
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