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Abstract 
In the present paper, I used Dynamic Programming Algorithm for solving Travelling 
Salesman Problems with Matrix. To illustrate the proposed Algorithm, a travelling 
salesman problem is solved. To make clear, algorithm of the proposed method is also 
given. The proposed method is easy to understand and apply to find optimal solution of 
travelling salesman problems occurring in real life situations. 
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1. Introduction 
In the traveling salesman problem, a map of cities is given to the salesman and he has to 
visit all the cities only once and return to his starting point to complete the tour in such a 
way that the length of the tour is the shortest among all possible tours for this map. 
Clearly starting from a given city, the salesman will have a total of (n-1)! Different 
sequences. If n = 2, A and B, there is no choice. If n = 3, i.e. he wants to visit three cities 
inclusive of the starting point, he has 2! Possible routes and so on. 

Dynamic programming (usually referred to as DP) is a very powerful technique to solve a 
particular class of problems. It demands very elegant formulation of the approach and 
simple thinking and the coding part is very easy. The idea is very simple, If you have 
solved a problem with the given input, then save the result for future reference, so as to 
avoid solving the same problem again. If the given problem can be broken up in to 
smaller sub-problems and these smaller subproblems are in turn divided in to still-smaller 
ones, and in this process, if you observe some over-lappping subproblems, then its a big 
hint for DP. Also, the optimal solutions to the subproblems contribute to the optimal 
solution of the given problem. 

There are two ways of doing this. 

1.) Top-Down : Start solving the given problem by breaking it down. If you see that the 
problem has been solved already, then just return the saved answer. If it has not been 
solved, solve it and save the answer. This is usually easy to think of and very intuitive. 
This is referred to as Memoization. 

http://www.thelearningpoint.net/computer-science/dynamic-programming
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2.) Bottom-Up : Analyze the problem and see the order in which the sub-problems are 
solved and start solving from the trivial subproblem, up towards the given problem. In 
this process, it is guaranteed that the subproblems are solved before solving the problem. 
This is referred to as Dynamic Programming. 
 

 In this paper, we use the dynamic programming algorithm for finding a optimal 
solution for a travelling salesman problem where all parameters are in matrix form. The 
solution procedure is illustrated with the numerical example. 
 When we use the dynamic programming algorith for finding an optimal solution 
for a travelling salesman problem, we have the following advantages. 
• We don’t use linear programming techniques. 
• We don’t use goal and parametric programming techniques. 
• The proposed method is very easy to understand and apply. 

 
2. Travelling Salesman Problem 
Consider the following fuzzy travelling salesman problem, 

Min. z~  = ij
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ijc~  = Distance (or cost or time) of going from city i to city j. 

 z~  = Min. The total cost of the matrix. 
 

3 Algorithm 
 

The Dynamic Programming proceeds as follows:- 
Step-1 Consider the given travelling salesman problem in which he wants to find that route which has shortest 

distance. 
Step-2 Consider set of 0element, such that 

g(2, Φ ) = c21  
g(3, Φ ) = c31  
g(4, Φ ) = c41  

Step-3 After completion of step-2, consider sets of 1 elements, such that  
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Set {2}:  g(3,{2}) = c32 + g(2, Φ ) = c32 + c21   
g(4,{2}) = c42 + g(2, Φ ) = c42 + c21   
 

Set {3}: g(2,{3}) = c23 + g(3, Φ ) = c23 + c31   
g(4,{3}) = c43 + g(3, Φ) = c43 + c31   
 

Set {4}: g(2,{4}) = c24 + g(4, Φ ) = c24 + c41   
g(3,{4}) = c34 + g(4, Φ ) = c34 + c41   
 

Step-4 After completion of step-3, consider sets of 2 elements, such that  
Set {2,3}:  g(4,{2,3}) = min {c42 + g(2,{3}), c43 + g(3,{2})}  
 
Set {2,4}:  g(3,{2,4}) = min {c32 + g(2,{4}), c34 + g(4,{2})}  
 
 

Set {3,4}:  g(2,{3,4}) = min {c23 + g(3,{4}), c24 + g(4,{3})}  
 
Step-5 After completion of step-4, Find the length of an optimal tour:  
 

f = g(1,{2,3,4}) = min { c12 + g(2,{3,4}), c13 + g(3,{2,4}), c14 + g(4,{2,3}) }  
 
Step-6 After completion of step-5, Find the Optimal TSP tour. 
We can understand the praposed algorithm from the following numerical example. 
 
 
4. Numerical example 
 The proposed method is illustrated by the following examples. 
Example 1. A salesman must visit from city to city to maintain his accounts. He has to leave his 

home city A and visit other cities once and return home. The cost of going from city 
to city is shown in the table. Find the least cost route 

Distance matrix 



















01236
80715
4601

10920

 

Solution: 
g(2, Φ ) = 
c21 = 1  
g(3, Φ ) = c31 
= 15  
g(4, Φ ) = 
c41 = 6  
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k = 1, consider sets of 1 element:  
 
Set {2}:  g(3,{2}) = c32 + g(2, Φ ) = c32 + c21 = 7 + 1 = 8   

g(4,{2}) = c42 + g(2, Φ ) = c42 + c21 = 3 + 1 = 4   
 

Set {3}:  g(2,{3}) = c23 + g(3, Φ ) = c23 + c31 = 6 + 15 = 21   
g(4,{3}) = c43 + g(3, Φ) = c43 + c31 = 12 + 15 = 27   
 

Set {4}:  g(2,{4}) = c24 + g(4, Φ ) = c24 + c41 = 4 + 6 = 10   
g(3,{4}) = c34 + g(4, Φ ) = c34 + c41 = 8 + 6 = 14   
 

k = 2, consider sets of 2 elements:  
 
Set {2,3}: g(4,{2,3}) = min {c42 + g(2,{3}), c43 + g(3,{2})} = min {3+21, 12+8}= min {24, 20}= 20  
 
Set {2,4}: g(3,{2,4}) = min {c32 + g(2,{4}), c34 + g(4,{2})} = min {7+10, 8+4}= min {17, 12} = 12  
 
 

Set {3,4}: g(2,{3,4}) = min {c23 + g(3,{4}), c24 + g(4,{3})} = min {6+14, 4+27}= min {20, 31}= 20  
 
 
Length of an optimal tour:  
 
f = g(1,{2,3,4}) = min { c12 + g(2,{3,4}), c13 + g(3,{2,4}), c14 + g(4,{2,3}) }  

    = min {2 + 20, 9 + 12, 10 + 20} = min {22, 21, 30} = 21  
 

Successor of node 1: g(2, Φ ) = c21 = 1  
 
Successor of node 2: g(4,{2}) = 4 
 
Successor of node 4: g(3,{2,4}) =12 
 
Successor of node 3: g(1,{2,3,4}) =21 
 
Optimal TSP tour: 1 →2 →  4 → 3 →1 
 
5. Conclusion 
 We have attempted to develop a new method to find a root to travelling salesman 
problem. The proposed method for an optimal tour is very simple, easy to understand and apply. 
From this method salesman can visit more cities at a time with minimum cost. 
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