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Abstract 

                     Classification problems are characterized by 
very much unbalanced data sets, in which training data 
belonging to one class heavily outnumber the examples in 
other class is known as class imbalance problem and that 
is difficult to constructing a model that can successfully 
separate the minority samples from the majority samples. 
Inverse random under sampling method was used exist 
method for the class imbalance problem. In this method to 
take insufficient samples from the majority class and 
creating the large number of individual training sets. For 
each training set we then find decision borders, which 
separate the minority class from the majority class. 
AdaBoost method is used future in this paper to reduce the 
number of attributes and improve the performance. In this 
method first gather datasets from database and applies pre-
processing for collect missing values, then selects an 
example randomly to limit the number of input attributes 
for create a classification model and assign weight for 
each example using this eliminate the outlier. Finally 
combine each subclasses into a single fold, calculate 
average of accuracy, sensitivity and specificity using 
Confusion matrix. 
Keywords: Multi-label classification, Over sampling, 
under sampling, Class Imbalance Learning, Confusion 
matrix  
. 
1. Introduction                                                                                     
 
           The Class Imbalance problem is represented as the 
data sets which are typically imbalanced [1], i.e., some 
classes have much more outnumbered examples than 
others. It is noteworthy that class imbalance is promising 
as an important issue in designing classifiers. Generally, 
the problem of unbalanced data sets occurs when one 
class represent a negative concept while the other class 
represents the rare or positive concept, so that the 
examples from the negative class outnumber the examples 
from the positive class. Under sampling or oversampling 
are most usually used methods to handle unbalances 
datasets. Oversampling [2]aims to balance class 
populations through increasing the minority class 
examples while under sampling aims to balance the class 
populations through the removal of majority class 
examples. The most common approach of class imbalance 

learning plan at improving the true positive rate (tpr) with 
the submit of    higher false positive rate (fpr). An inverse 
random under Sampling [3](IRUS)method is analyzed for 
the class imbalance problem in which the majority and 
minority class cardinals ratio was inversed. The main idea 
is to take insufficient examples from the majority class 
many times with each subset having less examples than 
the minority class. For each training set we then find a 
decision borders which split the majority class from the 
minority class. As the number of negative samples in each 
training set is minor than the number of positive samples, 
the focus in machine learning is on the positive class and 
as a result it can always be successfully separated from 
the negative class training samples. Thus, each training 
set defer one classifier plan. By merging the multiple 
designs through grouping, we construct a compound 
boundary between the minority class and the majority 
class. We shall argue that this boundary has the capacity 
to explain the solutions obtained by conventional learning 
is not much effective than majority class. We also present 
promising multi-label classification results, a challenging 
research problem in many applications such as tune, 
manuscript and image classification. The rest of the paper 
is intended as follows In Section 2, some related work is 
reviewed, In section 3, Work Outline is analyzed. Section 
4 Provides review of literatures. In Section 5, paper is 
concluded. 
 
2. Review of literature  
 
2.1. Efficient Classification of Multi-label and 
Imbalanced Data using Min-Max Modular Classifiers 
             The min-max modular network can fester a multi-
label problem into a series of small two-class sub 
problems, which can then be combined by two simple 
principles for multi label of training data[6].The 
performance of min-max modular networks is improved 
by many decomposition strategies for imbalance data 
classification. 
2.2. Ensemble Methods for Evolving Data Streams to 
Data streams 
           Data streams are rapidly becoming a key area of 
data mining research as the number of applications 
challenging such processing increases [7]. When concept 
drifts or change completely online mining when such data 
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streams grow over time is becoming one of the core 
issues. When begin non-stationary concepts, ensembles of 
classifiers contain several advantages over single classifier 
methods: they are easy saleable and similar, they can adapt 
to change quickly by trim under-performing parts of the 
ensemble, and they therefore usually also produce more 
accurate concept descriptions. A new experimental data 
stream framework suggested by this thesis for studying 
concept drift, and two new alternatives of Bagging: 
ADWIN and Adaptive-Size Heeding Tree (ASHT) 
Bagging. 
2.3. Positive Unlabeled Learning for Data Stream 
Classification 
         Alternative learning model was learning from 
positive and unlabeled examples (PU learning), which is 
trade the absence of negative training example. In real 
world applications, but it has up till now to be applied in 
the data stream environment. It is highly possible that only 
a minimum set of positive data and no negative data is 
available. An important challenge is to address the concept 
drift issues in the data stream environment, which is not 
simply handling by the traditional PU learning techniques. 
This thesis studies how to devise PU learning techniques 
used for the data stream environment. Unlike existing data 
stream classification methods that assume both negative 
and  positive training data are available for learning, we 
intend a novel PU learning technique LELC (PU Learning 
by extracting likely positive micro-Clusters negative 
micro-Clusters) for document classification [9]. LELC 
only requires a small set of majority examples and a set of 
unlabeled examples .These examples are easily accessible 
in the data stream environment to build accurate 
classifiers. 
2.4. A Framework for On-Demand Classification of 
Evolving Data Streams 
                     Data stream classification outlook the data 
stream classification problem from the dynamic approach 
in which concurrent training and dynamic classification of 
data sets uses the test streams [8]. These model replicate 
real-life situations effectively, since it is popular to 
classify test streams in real time over a budding both 
training and test stream. The aim here is to create a 
categorization system in which the training model can 
adapt quickly to the changes of the original data stream. In 
order to achieve this goal, proposed an on-demand 
classification process which can dynamically select the 
suitable window of past training data to build the 
classifier. 
 

3. Related work  

                Sampling techniques used to solve the problems 
with the distribution of a dataset, sampling techniques 
involve unnaturally re-sampling the data set, it also known 

as data pre-processing method. Sampling can be 
accomplished by two ways, Under-sampling and 
oversampling the majority and minority classes, or by 
combining over and under sampling techniques. 
3.1. Oversampling Methods  
        Over sampling are the most popular non-heuristic 
method that attempt to balance the class demonstration 
through random duplication of the minority class and 
random removal of majority class samples respectively. 
While over-sampling can increase the likelihood of over 
fitting 
3.1.1. Synthetic Minority Over-Sampling Technique 
               SMOTE currently yields the best results as far as 
re-sampling and modifying the probabilistic estimate 
techniques [4]. For each minority Sample, it Find its k-
nearest minority neighbours and randomly select j of these 
neighbors with randomly generate synthetic samples along 
the lines joining the minority sample and its j selected 
neighbors (j depends on the amount of oversampling 
desired). Random Oversampling (with replacement) of the 
minority class has the result of making the decision area 
for the minority class very specific. In a decision tree, it 
would cause a new split and often lead to over fitting. 
SMOTE’s informed oversampling generalizes the decision 
region for the minority class. As a result, superior and 
smaller amount specific regions are learned, thus, paying 
attention to minority class samples without causing over 
fitting. 
3.2. Under sampling Methods  
                  The most important method in under sampling 
is random under-sampling method [3] which trying to 
balance the distribution of class by randomly removing 
majority class sample. There is no extra information 
added, because it reuse the data. This problem can be 
solving by generating new synthetic data of minority 
sample. 
3.2.1. Condensed Nearest Neighbour Rule 
              CNN rule has some desirable properties. Indeed, 
it is order self-determining and has sub quadratic worst 
case time complexity, while it requires little iteration to 
converge, and it is likely to select points very close up to 
the decision boundary 
3.2.2. Neighbourhood cleaning rule       
             Neighbourhood Cleaning Rule modifies the 
Edited Nearest Neighbour method by   raising the role of 
data cleaning. Firstly, NCL [3] removes the misclassified 
negatives examples by their 3-nearest neighbours. 
Secondly, the neighbours of each positive example are 
found and the ones fit in to the majority class are removed. 
3.3. Feature Evolution and Feature selection for data 
classification 
 One of the most assumption of early data 
processing is that knowledge is created from static and 
hidden perform. However, it is hard to be true for data 
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stream learning [6], where random changes are likely to 
finally happen. Concept drift is said to occur once the 
causal function that generates examples changes over 
time. The k-means clustering is known to be professional 
method to grouping large datasets. This clustering is one 
of the best method and also the familiar clustering problem 
solved by the best far-famed unsupervised learning 
algorithms. The K-Means algorithm aims to division a 
group of objects supported their attributes/features, into k 
clusters, wherever k may be a pre-defined or user-defined 
constant. 
3.4. Confusion matrix  
         Accuracy of the classifiers in classification is 
presented by confusion matrix. It is give the relationship 
between actual and predicate classes. It also includes the 
sensitivity and specifying calculation. 

4. Tables, Figures and Equations 

4.1 Tables and Figures 

Table 1: Heart disease dataset 

Outcome
s 

Disease 
present Disease absent 

Disease 
present TN FP 
Disease 
absent FN TP 

         TP=Correct predictions in disease absent class 
         FP= Correct predictions in disease absent class 
        TN= Correct predictions in disease present class 
         FN= Correct predictions in disease present class 
                                      
               Fig. 1 Data flow figure. 

 

 

 

 

 

 

 
4.2 Equations 
 
Perform the Data Pre-processing, apply IRUS rules 
that are: Entropy and Gain 
Entropy is used to calculate the sample homogeneity, if 
the sample has entropy of 0 it is completely homogeneous, 
else sample has entropy of 1 it has an equally divided 
sample. 

 
The information Gain is based on the entropy decreases 
after a data set split on an attribute 
                  

 
AdaBoost Algorithm steps: 
     1. Allocate N example 
     2. Dataset will be pre-processed 
     3. Limit number of input attributes using Feature 
selection 
                Below equation 3 is feature selection, it is used 
to create a classification model with limited number of 
attributes. it select the attributes by filtered-based feature 
ranking algorithm. 

 
     4. In classification calculate the accuracy of the 
classifiers Confusion matrix is used 
                 E.g.: Heart disease data 
                               Accuracy is used to measure the 
factors in the training set. 
                                               

 
Sensitivity and Specificity both are represented in 
equation 5&6. True positive rate is the Sensitivity and  
true negative rate is the Specificity. 
                                                  

 
                                              

 

5. Conclusions 

         Inverse random under sampling (IRUS) method is 
arithmetic analyzer for the class imbalance problem. The 
class imbalance problem is categorized in terms of the 
majority and minority class cardinal’s ratio was inversed. 
The main idea is to take the insufficient samples from the 
majority class thus creating a large number of separate 
training sets which produce the less cluster similarity and 

Data base Pre-processing 

Dataset filtration 

Relate classification algorithm  

AdaBoost Algorithm 

 Calculate the accuracy 

Contrast the performance of IRUS and AdaBoost algorithm 

  IRUS Algorithm 
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establishes the proper balance between data clusters. For 
each training set we then find a decision border which 
separates the minority class from the majority class. we 
construct a compound boundary between the majority 
class and the minority class by combining the multiple 
designs through mixture. 
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