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Abstract
There are huge numbers of patient’s data that exist in the databases of some laboratories all over the world today, but clinical diagnosis is still being handled by manual computation. This paper presents a system that diagnoses breast tumors and categorizes them as either cancerous or not, using a hybrid data mining algorithm proposed in the paper. The system “learns” by clustering known patient data sets to find underlying classification patterns. The data set used in this work is obtained from the University of California Irvine (UCI) repository. Our design was built using the Object Oriented Analysis and Design methodology (OOADM) and implemented with Java programming language and MySQL as the database admin back end. The results obtained show that the system could assist clinicians diagnose easily by identifying tumors that are cancerous or non-cancerous, thereby suggesting early treatment for patients with breast cancer diseases.
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1. Introduction
The widespread use of computer and information technology has made extensive data collection in business, manufacturing and medical organizations a routine task. This explosive growth in stored data has generated an urgent need for new techniques that can transform the vast amounts of data into useful knowledge. Data mining is, perhaps, most suitable for this need.

Clustering can be recognized as the unsupervised classification of patterns into groups. The goal of a clustering algorithm is to group the objects of a database into a set of meaningful subclasses[1]. Hospitals and healthcare centers are now capable of collecting more comprehensive data that allows the application of methods in order to improve the management of diagnostic tasks involving the coordination of laboratory equipment. Such technologies can provide accurate information on stages of disease conditions. The scientists have been using these databases for performing number of experiments.

In data mining, clustering is a widely used technique that partitions a data set consisting of n points embedded in an m-dimensional space into k distinct clusters such that the data points within the same cluster are more similar to each other than to data points in other clusters [2]. For the purpose of this research, we use partition cluster to enhance and give accurate diagnosis of clinical tumors. Most of these approaches are based on the iterative optimization of a criterion function depicting the agreement between the data and the partition. There are huge numbers of patient’s data that exist in the databases of some laboratories all over the world today, but clinical diagnosis is still being handled by manual computation. This paper presents a system that diagnoses breast tumors and categorizes them as either cancerous or not, using the hybrid algorithm. The system “learns” by clustering known patient data sets to find underlying classification patterns. The data set used in this work is obtained from the University of California Irvine (UCI) repository [3]. Our design was built using the Object Oriented Analysis and Design methodology (OOADM) and implemented with Java programming language and MySQL as the database. The results obtained show that the system could assist clinicians diagnose easily by identifying tumors that are cancerous or non-cancerous, thereby suggesting early detection and treatment for patients with breast cancer diseases.
1.1 Data Mining
Past literatures have reviewed that Data Mining is an important research field in the area of clinical diagnosis. These days, the role of data generation and collection are producing data sets from variety of scientific disciplines. The most common type of breast cancer is ductal carcinoma, which begins in the lining of the milk ducts (thin tubes that carry milk from the lobules of the breast to the nipple). Another type of breast cancer is lobular carcinoma, which begins in the lobules (milk glands) of the breast. Invasive breast cancer is breast cancer that has spread from where it began in the breast ducts or lobules to surrounding normal tissue. Breast cancer occurs in both men and women, although male breast cancer is rare [4].

Breast cancer classification divides breast cancer into categories according to different schemes, each based on different criteria and serving a different purpose. The major categories are the histopathological type, the grade of the tumor, the stage of the tumor, and the expression of proteins and genes. As knowledge of cancer cell biology develops these classifications are updated. The purpose of classification is to select the best treatment. The effectiveness of a specific treatment is demonstrated for a specific breast cancer usually by randomized and controlled trials. That treatment may not be effective in a different breast cancer. Some breast cancers are aggressive and life-threatening, and must be treated with aggressive treatments that have major adverse effects. Other breast cancers are less aggressive and can be treated with less aggressive treatments, such as lumpectomy. Treatment algorithms rely on breast cancer classification to define specific subgroups that are each treated according to the best evidence available. Classification aspects must be carefully tested and validated, such that confounding effects are minimized, making them either true prognostic factors, which estimate disease outcomes such as disease-free or overall survival in the absence of therapy, or true predictive factors, which estimate the likelihood of response or lack of response to a specific treatment [5].

Classification of breast cancer is usually, but not always, primarily based on the histological appearance of tissue in the tumor. A variant from this approach, defined on the basis of physical exam findings, is that inflammatory breast cancer (IBC), a form of ductal carcinoma or malignant cancer in the ducts, is distinguished from other carcinomas by the inflamed appearance of the affected breast, which correlates with increased cancer aggressively [4]. Risk factors for developing breast cancer include: female sex, obesity, lack of physical exercise, drinking much alcohol, hormone replacement therapy during menopause, ionizing radiation, early age at first menstruation, having children late or not at all, and older age [5]. A 2013 Cochrane review stated that it is unclear if mammographic screening does more good or harm. A 2009 review for the US Preventive Services Task Force found evidence of benefit in those 40 to 70 years of age. And the organization recommends screening every two years in women 50 to 74 years old [6]. The medications tamoxifen or raloxifene may be used in an effort to prevent breast cancer in those who are at high risk of developing it. Surgical removal of both breasts is another useful preventative measure in some high risk women. In those who have been diagnosed with cancer, a number of treatments may be used, including surgery, radiation therapy, chemotherapy, hormonal therapy and target therapy. Types of surgery vary from breast-conserving surgery to mastectomy. In those in whom the cancer has spread to other parts of the body, treatments are mostly aimed at improving quality of life and comfort.
Figure 1 gives an illustration of breast cancer and the various stages it goes through. In stage one, the lump formation begins, stage two shows the skin dimpling, in stage three, there is a change in the colour and texture of the skin, and in the final stage, there could be fluid discharge. Outcomes for breast cancer vary depending on the cancer type, extent of disease, and person's age. Survival rates in the developed world are high, with between 80 percent and 90% of those in England and the United States alive for at least 5 years. In developing countries survival rates are poorer. Worldwide, breast cancer is the leading type of cancer in women, accounting for 25 percent of all cases. In 2012 it resulted in 1.68 million cases and 522,000 deaths [6]. It is more common in developed countries and is more than 100 times more common in women than in men. Figure 2 shows a tumor spreading in a patient’s chest [12].

1.2 Medical History and Physical Exam
In the case where a patient has any signs or symptoms that might mean breast tumor, the first thing is to consult with a doctor. The doctor asks questions about the symptoms as well as any other health problems, and possible risk factors for benign breast conditions or malign breast cancer. The patient’s breasts will be thoroughly examined for any lumps or suspicious areas and to feel their texture, size, and relationship to the skin and chest muscles. Any changes in the nipples or the skin of the breasts will be noted. The lymph nodes in the armpit and above the collarbones may be palpated (felt), because enlargement or firmness of these lymph nodes might indicate spread of breast cancer. The doctor will also do a complete physical exam to judge the patient’s general health and whether there is any evidence of cancer that may have spread.

1.3 Imaging Tests Used To Evaluate Breast Disease
Imaging tests use x-rays, magnetic fields, sound waves, or radioactive substances to create pictures of the inside of the body. Imaging tests may be done for a number of reasons, including to help find out whether a suspicious area might be cancerous, to learn how far cancer may have spread, and to help determine if treatment is working.

1.4 Mannograms
A mammogram is an x-ray of the breast. Screening mammograms are used to look for breast disease in women who have no signs or symptoms of a breast problem. Screening mammograms usually take two views (x-ray pictures taken from different angles) of each breast. For a mammogram, the breast is pressed between two plates to flatten and spread the tissue. This may be uncomfortable for a moment, but it is necessary to produce a good, readable mammogram. The compression only lasts a few seconds. If a patient has tumor symptoms (like a lump or nipple discharge) or an abnormal result on a screening mammogram, the patient will have a diagnostic mammogram. This will include more images of the area of concern. If the diagnostic mammogram shows that the abnormal area is more suspicious for cancer, a biopsy will be is needed to tell if it is cancer [7].

1.5 Breast Ultrasound
Ultrasound, also known as sonography, uses sound waves to outline a part of the body. For this test, a small, microphone-like instrument called a transducer is placed on the skin (which is often first lubricated with ultrasound gel) [14]. It emits sound waves and
picks up the echoes as they bounce off body tissues. The echoes are converted by a computer into a black and white image that is displayed on a computer screen. This test is painless and does not expose you to radiation. The use of ultrasound instead of mammograms for breast cancer screening is not recommended. However, clinical trials are now looking at the benefits and risks of adding breast ultrasound to screening mammograms in women with dense breasts and a higher risk of breast cancer [7].

1.6 Magnetic Resonance Imaging (MRI) Of The Breast

MRI scans use radio waves and strong magnets instead of x-rays. The energy from the radio waves is absorbed and then released in a pattern formed by the type of body tissue and by certain diseases. A computer translates the pattern into a very detailed image. For breast MRI to look for cancer, a contrast liquid called gadolinium is injected into a vein before or during the scan to show details better. MRI scans can take a long time – often up to an hour. For a breast MRI, the patient has to lie inside a narrow tube, face down on a platform specially designed for the procedure. The platform has openings for each breast that allow them to be imaged without compression. The platform contains the sensors needed to capture the MRI image [6]. It is important to remain very still throughout the exam.

Figure 3: MRI machine used in diagnosis

2. Data mining

There are challenges in traditional data analysis techniques as new types of datasets emerge. In order to cope with these new challenges, researchers have been developing more efficient and scalable tools that can more easily handle diverse types of data. In particular, data mining draws upon ideas such as sampling, estimating and hypothesis testing from statistic, search algorithms, modeling techniques and learning theories from artificial intelligence, pattern recognition and machine learning[8]. Data mining has been adopting from other areas such as optimization, evolutionary computing, information theory, signal processing, visualization and information retrieval and the use of databases in order to provide support for storage, index and query processing. Figure 4 represents relationship of data mining with other areas [9].

Figure 4: Data mining as a confluence of many disciplines
2.1 Analysis
The existing system of clinical diagnosis involves the use of tested software to analyze results of laboratory experiments on breast tumors. Patient tumor sample is obtained, taken to the laboratory for testing, the result is then analyzed using special software tools [9]. The disadvantages of the existing system has no way to learn from patient data, even though large amounts of data exists in the databases of laboratories [11].

2.2 The Proposed Algorithm
The proposed system employs the use of a hybrid algorithm in clustering patient data into a number of clusters (K) so as to find underlying patterns and similarities amongst the data. Patient breast tumors can thus be classified as either benign or malign [10]. The clustering process of the $k$-prototypes algorithm is similar to the $k$-means algorithm [16] except that it uses the $k$-modes approach to updating the categorical attribute values of cluster prototypes. The algorithm is as follows:

Step 1: Using Euclidean distance as a dissimilarity measure, compute the distance between every pair of all the objects as follow.

$$d_{ij} = \sqrt{\sum_{z=1}^{p}(x_{iz} - x_{jz})^2} \quad i, j = 0, 1, 2 \ldots \ldots n$$

Step 2: Calculate $M_{ij}$ to make an initial guess at the centers of the clusters

$$M_{ij} = \frac{d_{ij}}{\sum_{i=1}^{n} d_{ij}} \quad (2)$$

Step 3: Calculate $\sum_{i=1}^{n} M_{ij}^2 \quad (3)$

At each object and sort them in ascending order.

Step 4: Select K objects having the minimum value as initial cluster centroids which are determined by the above equation. Arbitrarily choose $k$ data points from $D$ as initial centroids.

Step 5: Assign each point $d_i$ to the cluster which has the closest centroid.

Step 6: Calculate the new mean for each cluster.

Step 7: Repeat step 5 and step 6 until convergence criteria is met.

3. Design
The design of a generic hybrid method is shown in figure 4, which simply explains the processes involved in clustering breast tumor diseases.

(a) The problem is formulated. This means that the variables or features on which clustering is done are selected. The set of variables selected should show the similarity between objects so that this similarity or dissimilarity is relevant for marketing problems. Anyhow the ideal features should be useful to distinguish the patterns belonging to different clusters, immune to noise, and easy to obtain and interpret.

(b) The data is prepared as often some changes are needed before conducting the analysis. The process is designed and selected. The key questions here are how should be formed. To answer this question, distance measure is selected. The most common approach is to measure similarity in terms of distance between pairs of objects. An often used measure of similarity is Euclidean distance or its square. This is the square root of the sum of the squared differences in values for each variable. As the distance measure is decided, clustering can be constructed as an optimization problem with a specific criterion function. We adopted the Object Oriented Analysis and Design Method (OOADM) in the analysis and design system of hybrid clustering algorithm to predict breast cancer problems [13]. We implemented with JAVA and MySQL as database. The nature of real world objects has a big impact in terms of their classes, attributes and operations.
4. Results and Discussion

Our application can be distributed by extracting the zipped folder called “BREAST TUMOR CLASSIFIER”. The Zipped folder contains the java archive file for running our application. It also contains a copy of our database, which is bundled together in the zipped folder.

1. Double click on the jar file
2. On the Display window, select the number of clusters k.
3. Click “perform clustering”.

Figure 6 shows the Breast tumor Classifier application. The application starts up, the user is then required to select a value of k, which represents the number of clusters [17]. On selecting the number of clusters (k), and clicking the “cluster” button, the system begins to iterate over the patient data in the database using the k-prototype algorithm. The data used for the application is retrieved from the University of California (Irvine) repository. Figure 7 shows the “winconson.txt” file which contains the data retrieved from the UCI repository. Each data set contains Eleven (11) attributes described in the “Winconson_names” file. The field attributes are as follows- sample code number, clump thickness, uniformity of cell size, uniformity of cell shape, marginal adhesion, single epithelial cell size, bare nuclei, bland chromatin, Normal nucleoli, and mitosis. The last is the categorical attribute, which has a value of either four (4) or (2). A 2 denotes a benign tumor, while a 4 denotes a malign tumor.
Figure 8: Centroid Initialization

Figure 8 shows the centroid initialization phase of the application. The system begins by retrieving all patient data available in the database. User selects four (4) clusters. Value of k is thus 4. The system proceeds to generate four random numbers, which it uses in picking four breast cancer data set from the data set available in the database. The initial centroids are shown in Figure 8.

0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 2
0 | 6 | 4 | 4 | 3 | 3 | 4 | 4 | 3 | 1 | 4
0 | 1 | 1 | 1 | 1 | 2 | 1 | 2 | 1 | 1 | 2
0 | 3 | 1 | 1 | 1 | 2 | 1 | 2 | 1 | 1 | 2

The explanation is that, centroid(0) contains patient breast tumor data that are categorized as benign (non-cancerous). Centroid(1) contains patient breast tumor data that are categorized as malign (cancerous). Centroid(2) contains tumor data that are categorized as malign, and Centorid(3) contains tumor data that are categorized as benign. The system proceeds to the assignment phase, where it assigns each patient tumor data to the centroid having the minimum distance from the tumor data. Figure 9 shows the result of the assignment phase. Patient tumor data have been assigned to Cluster(0). The system uses K-means algorithm to generate the new attribute value for each attribute. It computes the Euclidean distance \( d_i \) between each Cluster \( C_i \) and each tumor data point \( p_i \). It uses a function to find the minimum distance \( d_{\text{min}} \). Thus, a tumor data point \( p_i \) is allocated to the centroid that produces \( d_{\text{min}} \). This process is repeated for each cluster.

After each iteration, the system has to determine the value for the category-class of each cluster, which is a categorical value; this is unlike the numerical values that can easily be derived using K-means. To determine the new category-class, the system uses the K-modes algorithm [11]. It computes a mode \( m_i \) for each category-class \( c_i \) in each cluster. The mode refers to the number of occurrences. The new category-class for the centroid will therefore be the most occurring \( m_i \) in the cluster. For figure 10, the new category-class will thus be 2, since 2 occurs more times than 4. The system has to re-calculate centroid values for each cluster on every iteration. Figure 9 shows the result of the computation. The system is done with the entire clustering process, which runs for a total of 206 seconds. The attribute values for centroid(0) are shown in Figure 10. Figure 11 shows the result discussion. The system not only classifies the patient data, it also interprets the result in human-readable form, which is missing in most clustering applications.
Figure 9: Patient tumor data in cluster(0) after first iteration

5. Conclusion

The manual system of diagnosis has the drawback of time and resource wastage. It leads to loss of lives that could have been saved, since early detection helps save lives. This could be achieved by automating the manual system and the using a reliable and tested application to manage these data. Therefore, the implementation of this design will assist professionals in the Clinical diagnosis of Breast Tumor in carrying out their service effectively and efficiently. The work has been able to review the traditional diagnostic process and how a system that learns from patient data will better improve diagnostic process. The research documentation presented here includes the design and implementation of breast tumor diagnosis system, which implements and improves diagnosis process to provide an output that is consistent with laboratory needs. An intelligent system, such as the proposed system will result in an overall reduction of problem areas that have become evident in the existing system. We hereby recommend that the system should be deployed online so that patients can make use of it.

Table 1: Result and Discussion table

<table>
<thead>
<tr>
<th>CENTROID</th>
<th>RESULT</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0]</td>
<td>A Breast tumor with clump thickness 1, uniformity of cell size 1, uniformity of cell shape 1, marginal adhesion 1, single Epithelial cell size 1, bare nuclei 1, bland chromatin 1, normal nuceoli 1 and mitosis 1 will most likely be benign (Not cancerous)</td>
</tr>
<tr>
<td>[1]</td>
<td>A Breast tumor with clump thickness 6, uniformity of cell size 4, uniformity of cell shape 4, marginal adhesion 3, single Epithelial cell size 3, bare nuclei 4, bland chromatin 4, normal nuceoli 3 and mitosis 1 will most likely be Malignant (cancerous)</td>
</tr>
<tr>
<td>[2]</td>
<td>A Breast tumor with clump thickness 1, uniformity of cell size 1, uniformity of cell shape 1, marginal adhesion 1, single Epithelial cell size 2, bare nuclei 1, bland chromatin 2, normal nuceoli 1 and mitosis 1 will most likely be benign (Not cancerous)</td>
</tr>
<tr>
<td>[3]</td>
<td>A Breast tumor with clump thickness 3, uniformity of cell size 1, uniformity of cell shape 1, marginal adhesion 1, single Epithelial cell size 2, bare nuclei 1, bland chromatin 2, normal nuceoli 1 and mitosis 1 will most likely be benign (Not cancerous)</td>
</tr>
</tbody>
</table>
Figure 10: Final centroid value for centroid [0]

Figure 11: Result Discussion

APPENDIX: SAMPLE PROGRAM OUTPUT

OUTPUT FOR CLUSTERING OF SAMPLES
Result of classification
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