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Abstract: 

Content Based Image Retrieval is process of retrieving an 

images by using contents of an image. Content of an image 

may be its shape, texture or color, etc. These are principle 

components of an image. But in our paper we are using IMF 

as principle component for retrieving an image.   Empirical 

Mode Decomposition decomposes signal in to some finite 

oscillations. Finite oscillations are called as Intrinsic Mode 

Function. This paper is divided into 3 parts 1. EMD 

(Empirical Mode Decomposition) 2. CBIR (Content Based 

Image Retrieval) 3. CBIR using EMD. In third part first it 

will take input image then empirical mode decomposition 

process will takes place. We are using IMF as principle 

component to retrieve an image. 

Keywords : EMD, CBIR  

I. INTRODUCTION 
All of us knows CBIR i.e. Content Based Image 
Retrieval.  We are using contents of an image rather than 
metadata[1]. In CBIR, search is carried out by using 
color, shape or texture feature. These are principal 
components in CBIR. Lots of techniques are available to 
retrieve an image such as Low level feature extraction, 
Relevant feedback method, Semantic-Based image 
retrieval, etc. Shape, color, texture these are low level 
features.  

In Color feature extraction search is carried out by using 
colors in an image. Process is carried out by calculating 
color histogram of an image. Color histogram of query 
image is calculated first and it will be matched with 
available image database[2]. 
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In shape based image retrieval Shape does not means 
shape of image but it refers shape of any particular 
region. Edge detection or segmentation method can be 
used shape based image retrieval[3]. 

But in this paper we are using Empirical Mode 
Decomposition method to retrieve an image. This is 
highly accurate method. EMD decomposes fast 
oscillations in to slowest oscillations. This method is 
useful for linear and non-linear signals. In this method 
we are using multiple iterations to decompose a signal . 
Multiple iterations calculates IMF of an image. IMF is 
basic part of EMD. IMF stands for Intrinsic Mode 
Function. We are using EMD to retrieve an image so 
IMF act as Principle component. When we enter query 
image first IMF is calculated after that it will be matched 
with IMF of available database image.  

Paper is divided into  seven sections. I. Introduction, II. 
Related work, III. What is EMD? IV. Algorithm of 
EMD,  V.CBIR, VI. Content Based Image Retrieval 
using Empirical Mode Decomposition, VII. Results and 
Discussions, VIII.  Conclusions. 

II. Related work  

  According to K. Hemalchandram et al. [4]  Now a days 
content based image retrieval is used for many 
applications. Color and Texture feature can be extracted 
through color histogram and wavelet transform.  

With the help of lots of methods we can improve 
performance of Content Based Image Retrieval system. 
One of them is Relevance Feedback. Dacheng Tao et al. 
Evaluated Support Vector Machine (SVM) and 
Traditional Kernel BDA (KBDA) based RF algorithms 
[5]. 

Xiaoou Tang et al. States that our previous approaches 
treats positive and negative feedback  equivalently. But 
we know that they are not equal [6].  Homogeneous 
concept was shared by positive feedback where negative 
feedback did not. 

Combination of Color-shape feature and color-texture 
feature was taken by S. M. Zakariya  et al. [7]. Robust 
feature set for image retrieval can be provided by this 
combination. 

Said Jai-Andaloussi et al. Introduces Bidimensional 
Empirical Mode Decomposition for  mass segmentation 
in image mammography. Process start by calculating
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Decomposition and Last one is segment of mass injuries 
by edge linking algorithms[8]. 

Zhiyuan Shen et al. Shows procedure of Empirical Mode 
Decomposition. Intrinsic Mode Function is basic step of 
EMD. After that sifting and other calculations are 
performed[9]. 

An EMD can make suitable operations on tri-variate 
signals also. Most critical step in EMD is to make local 
mean envelope of given input signal. So, estimation of 
local mean can be performed by taking projection on 
multiple directions in 3D spaces. Naveed ur Rehman et 
al. Proposed algorithm which extracts rotating 
component  from the signal .So, accurate time-frequency 
analysis can be performed [10]. 

Hyperspectral Image Classification and boundary 
processing strategy was proposed by Zhi He et al. [11]. 

III. EMD 

EMD is acronym of Empirical Mode Decomposition. 
One wonders what is meaning of Decomposition? It 
means breaking down compound process into separate 
constituent components. As EMD is basic part of Hilbert 
Hung transforms. It was first invented by Hung et al. In 
1998. EMD decomposes a signal into Intrinsic Mode 
function.  Time Frequency information can be obtained 
by Hilbert Spectral Analysis of Intrinsic Mode Function 
& also determines the amount of variation due to 
oscillations at different time scales &time locations. 

By using EMD we can remove highest frequency from a 
signal. Once highest frequency removed from signal, 
same procedure is applied to the residue signal to identify 
next highest frequency. 

A next new signal will be a residue signal which will be 
used for decomposition[9]. 

So finally we have, 

ሻݐሺݔ ൌ෍݅݉ ௜݂

௡

௜ୀଵ

ሺݐሻ ൅  ሻݐሺݎ

Where, 

݅݉ ௜݂ሺݐሻ ൌ  ,ܨܯܫ

ሻݐሺݎ       ൌ   .݁ݑ݀݅ݏܴ݁

IV. EMD Algorithm 

1. Read i/p image 
2. Pre-process the image. 
3.  Identify local maxima and minima in an  i/p image. 
4.  Deduce an upper and a lower envelope by 

interpolation. 
5. Subtract the mean envelope from the image. 
6. Subtract the so-obtained Intrinsic Mode Function 

(IMF) from the image. 

7. Separate out residue. 

Process of EMD can be carried out by  

1. Calculate IMF 
2. Sifting Process 
3. Stopping Rule  
4. Boundary Adjustment. 

 
A. Intrinsic Mode Function 

Intrinsic Mode Function is also known as IMF. 

IMF Extraction: 

1. Let x(t) be a mono-dimensional  signal 
2. Identify all local maxima of x(t). 
3. Do the same thing with the local minima. 
4. Interpolate between maxima ending up with some 

envelope. 
 

5.  
6. Likewise for the minimal envelope 
7. Extract the detail d(t) = x(t) – m(t) 
8. Iterate on the residual m(t) 
9. We finally obtain the decomposition of the signal: 

fig.1 

B. Sifting Process 

For obtaining equivalent frequency or a sinusoidal 
wave from a given signal x a data adapted algorithm 
suggested by Hung et al. In 1998. 

 
1. Identify a local extrema. 
2. Generate two functions called upper envelop and 

lower envelop by interpolating local maxima and 
local minima, respectively. 

3. Take their average, which will produce a lower 
frequency component than original signal. 

By subtracting the envelop mean from the signal x, 
highly oscillated pattern is separated. 

2

maxmin (t)e(t)e
m(t)


 mean the Compute
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Hung et al. States that an Oscillating wave can be 
Intrinsic Mode Function if and only if it satisfies 
following two conditions: 

1. The number of extrema & number of zero 
crossing differs only by one. 

2. The local average should be zero. 

After one iteration conditions of IMF are checked if these 
conditions of IMF are not satisfied by one iteration, the 
same procedure is applied to the residue signal. 

 

     Input Image 

 

 

 

 

 

 

 

 

 

                                                                         fig. 2 

C.    Stopping Rule  

Sifting process stops when any process satisfies 
properties of IMF. 

 
D. Boundary Adjustment  

Boundary effect can be eliminated by adjusting a signal 
at the boundary. We can extend the original signal on 
both sides of the boundaries by adding artificial waves 
repeatedly. 

 
V. CBIR 

CBIR stands for content based image retrieval.  In CBIR 
search uses content of an image instead of metadata.  CBIR 
system extracts features from an image based on that 
retrieves relevant images. 

There are basically two types of feature extraction Low 
level feature extraction and High level feature extraction. 
Low level features are just like shape, color, texture. By 
using these features retrieving of an image is very old 
method. Wavelet transform is used to extract texture 
feature and color feature can be extracted through color 
histogram [4]. 

Automatic retrieval of an image by using color and shape 
feature was presented by T. Kato [12].  

Relevant Feedback can be used to improve performance of 
the system. With the help of this relevant feedback image 
feature subset can be selected to measure dissimilarities. 
So, Direct Kernal Based Image Retrieval was proposed by 
Xiaoou Tang et al.  [5]. 

Relevant feedback schemes are widely used with the help 
of support vector machine. Sample size problem can be 
solved by Kernel Machine. Multitraining Support Vector 
Machine gives better performance than older ones[13]. 

 

 

 

 

 

 

 

 

 

 

 

VI. EMD using CBIR 

In this paper we are using Empirical mode decomposition 
to retrieve an image.  As we know Content Based Image 
Retrieval requires Principle component so in this process 
we are using Intrinsic Mode Function as Principle 
component Above  Fig. Shows Content Based Image 
Retrieval using Empirical Mode Decomposition. Fig. 2 
Consist of four main blocks.  
 

A. Image Acquisition 
B. EMD (IMF Extraction) 
C. CBIR System 
D. Output Image 

 
A. Image Acquisition  

Any vision system requires image acquisition base. 
Image Acquisition block takes an input image. This input 
image may be colored image or gray level image. If an 
entered image is colored image then we have to convert 
this image into gray level image. Then our input image 
may contains  noise so denoising i.e. Image is filter out 
by using median filter. After that size of image is 
adjusted by using Resize process.  
 

Image  

Acquisition 

EMD  (IMF  

Extraction) 

CBIR 

System 

Output 
Image 

Image 
Database 
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B. EMD (IMF Extraction)  

EMD i.e. IMF extraction process is carried out in this 
block. First it will read image from Image Acquisition 

block then preprocessing of an image will be performed.

Read i/p image , Pre-process the image. Then after that 
Identify local maxima and minima in an  i/p image.  
Deduce an upper and a lower envelope by interpolation. 
Then Subtract the mean envelope from the image. Next 
step is Subtract the so-obtained Intrinsic Mode Function 
(IMF) from the image. And finally Separate out residue. 

C. CBIR system 

Next Block after EMD is CBIR system. It will take 
Intrinsic Mode Function of Input image from EMD block 
and compare with IMF of available database images.  
   So, finally we get output image. 
 
 

VII. Results and discussion 

If we enter query image as shown below  
 
Query Image  
 
 

 
                                 fig. 3 

 
Then we get retrieved images as shown in fig.4 

Found images: 

 

 

 

fig. 4 

If we enter query image  then Intrinsic Mode Function 
(IMF) of that image will be calculate . after that 
calculated IMF will be compared with available database 
image IMF and finally we get retrieved images. 

 

fig. 5 

As shown in fig.5 Dotted  Red line indicates Interpolated 
local maxima, Dotted Green line indicates interpolated 
Local Minima and Blue line Indicates mean of two 
signals. This mean will be subtracted from   original 
signal. So, From this process we will get IMF1 and 
Residue signal. 

We have also seen in fig. 1 multiple iterations can be 
carried out to get IMF 1, IMF2, IMF 3,..etc. Once we 
calculate IMF of query then we have to compare this 
with IMF of available database. After  this process we 
get relevant images as shown in fig. 4.  

CONCLUSION 
Content based image retrieval using Empirical Mode 
Decomposition has two parts first Empirical Mode 
Decomposition and second one is Content based image 
retrieval.   Empirical Mode Decomposition (EMD) plays 
an important role in our project. EMD matches 
oscillations of query image and database images. 
Because of that we get accurate images. 
   From this experiment we can retrieve image with the 
help of Empirical Mode Decomposition. This method has 
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highest accuracy and Data Loss is less as compared to 
other methods.  
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